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#### Abstract

This paper presents numerical simulations of free surface flows induced by a dam break comparing the shallow water approach to fully three-dimensional simulations. The latter are based on the solution of the complete set of Reynolds-Averaged Navier- 5 Stokes (RANS) equations coupled to the Volume of Fluid (VOF) method. The methods assessment and comparison are carried out on a dam break over a flat bed without friction and a dam break over a triangular bottom sill. Experimental and numerical literature data are compared to present results.

The results demonstrate that the shallow water approach loses some threedimensional phenomena, which may have a great impact when evaluating the downstream wave propagation. In particular, water wave celerity and water depth profiles could be underestimated due to the incorrect shallow water idealization that neglects the three-dimensional aspects due to the gravity force, especially during the first time steps of the motion.


## 1 Introduction

A dam break is the partial or catastrophic failure of a dam which leads to an uncontrolled release of water. The potential catastrophic failure and the resultant downstream flood damage is a scenario that is of great concern.

The mitigation of the impacts to the greatest possible degree requires modelling of the flood with sufficient detail so as to capture both the spatial and temporal evolutions of the flood event (Jorgenson et al., 2004). The selection of an appropriate model to correctly simulate dambreak flood routing is therefore an essential step.

Traditionally, one-dimensional models have been used to model dam break flooding, but these models are limited in their ability to capture the flood spatial extent, in terms of flow depth and velocity and timing of flood arrival and recession, with any degree of detail.

The development in the last years has led to several numerical models aimed at solving the so-called dam break problem (Soarez Frazao, 2002).

The Concerted Action on Dam Break Modelling (CADAM) project (Morris and Galland, 1998), has been set in motion by the European Union to investigate current tained results show that shallow water scheme is reasonably suitable for the repre sentation of free surface sharp transient (Wang et al., 2000). The authors concluded that shallow water methods agree satisfactorily with experimental results (Alcrudo and Garcia-Navarro, 1998).

However, in some cases, these mathematical models and numerical solvers do not seem adequate to simulate some observed hydraulic aspects. For instance, the wave front celerity may be underestimated and water depth profiles are not well reproduced. In the short time step immediately after the gate collapse, in fact, the flow is mainly influenced by vertical acceleration due to gravity and gradually-varied flow hypothesis does not hold. To emphasize these effects, three-dimensional numerical simulations have been carried out by Manciola et al. (1994) and De Maio et al. (2004).

The recent advances in computer software and hardware technology have led to the development and application of three-dimensional Computational Fluid Dynamics (CFD) models, based on the complete set of the Navier Stokes equations, also to typical hydraulic engineering case, as flow over weirs, through bridge piers and dam breaks (Mohammadi, 2008; Nagata et al., 2005).

To validate numerical simulations of flooding waves and to investigate current methods and their use in simulating and predicting the effects of dam failures, the CADAM has defined a set of analytical and experimental benchmarks. In the present paper the validation proposed by CADAM is applied and two test cases are considered:

- a dam break over a dry bed without friction (Fennema and Chaundry, 1990);
- a dam break over a triangular bottom sill (Soarez, 2002).

We compare the experimental data with the modelling results deriving from a shallow water and a detailed Navier-Stokes numerical models. The former is based on twodimensional hydrodynamics and sediment transport model for unsteady open channel flows and the latter on Reynolds-averaged Navier-Stokes algorithm. In the latter, the water-air interface is captured with the volume of fluid (VOF) method.

## 2 Numerical modelling

Using an Eulerian approach, the description of fluid motion requires that the thermodynamic state be determined in terms of sensible fluid properties, pressure, $P$, density, $\rho$ and temperature, $T$, and of the velocity field $\vec{V}(\vec{x}, t)$ (Hirsch, 1992; Abbott and Basco, 1989; Patankar, 1981).

Therefore, in a three-dimensional space for a given fluid system having two intensive degrees of freedom, we have six independent variables as unknowns, thus requiring six independent equations. The six equations (Navier-Stokes equations) are given by the equation of state and the three fundamental principles of conservation:

- Mass continuity

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\vec{u} \cdot \vec{\nabla} \rho=0 \tag{1}
\end{equation*}
$$

where $\rho$ is the fluid density;

- Newton 2nd law or momentum conservation that leads to the well known NavierStokes system of equations (three equations in a three-dimensional space $x, y$ and $z$ )

$$
\begin{equation*}
\frac{\partial \rho \vec{V}}{\partial t}+\vec{\nabla}(\rho \vec{V} \vec{V})=-\vec{\nabla} p+\rho \vec{f}+\frac{\mu}{3} \vec{\nabla}(\nabla \vec{V})+\mu \nabla^{2} \vec{V} \tag{2}
\end{equation*}
$$

where $\vec{f}$ is a specific prescribed body force (i.e. gravity force) and $\mu$ is the fluid dynamic viscosity;

- Energy conservation (1st law of thermodynamics);

For the majority of hydraulic applications involving water flow, however, some simpli-
fications are always present, as:

- the fluid flow is considered isothermal and the energy conservation equation simply becomes $\mathrm{d} T=0$;
- the fluid flow can be considered incompressible.

Therefore, the most general macroscopic model for hydraulic flows may be represented by the incompressible Navier-Stokes equations:
$\rho\left(\frac{\partial \vec{V}}{\partial t}-\vec{f}\right)=-\vec{\nabla} p+\mu \nabla^{2} \vec{V}$
The above system of equations, however, is valid for one phase, while in hydraulic flows at least two phases are always present, water and air. The task of simulating the behaviour of multi-phase flows is very challenging, due to the inherent complexity of the involved phenomena (i.e. moving interfaces with complex topology), and represents one of the leading edges of computational physics.

Different approaches have been developed to track the water-air interface in hydraulic problems. In this paper we compare the detailed NS model coupled to the VOF approximation with the simplified shallow water model that, as a matter of fact,
20 leaves the multiphase nature of hydraulic flows by simulating the fluid dynamics in two dimensions and assuming a simplified approach for the water elevation dimension.

### 2.1 Turbulence modelling

In principle, Navier-Stokes equation can be used to simulate both laminar and turbulent flows without averaging or approximations other than the necessary numerical 6763
discretisations. However, turbulent flows at realistic Reynolds numbers span a large range of turbulent length and time scales and in a Direct Numerical Simulation (DNS) the discretisation of the domain should capture all of the kinetic energy dissipation, thus involving length scales that would require a prohibitively fine mesh for practical engineering problems (the total cost of a direct simulation is proportional to $R e^{3}$ ).

A large amount of CFD research has concentrated on methods which make use of turbulence models to predict the effects of turbulence in fluid flows without resolving all scales of the smallest turbulent fluctuations. There are two main groups of turbulence models:

- the introduction of averaged and fluctuating quantities that modify the unsteady Navier-Stokes into the Reynolds Averaged Navier-Stokes (RANS) equations (Rodi, 1980);
- Large Eddy Simulation (LES) (Galperin and Orszag, 1993) approach based on the filtering of the flow field by directly simulating the large-scale structures (resolved grid scales), which are responsible for most of the transport of mass and momentum, and somehow modelling the small-scale structures (unresolved subgrid scales), the contribution of which to momentum transport is little.

In this paper the RNG $k-\varepsilon$ model is used in both the shallow water approximation and the detailed three-dimensional simulation.

The computational effort required by the LES models, often used as an intermediate technique between the DNS of turbulent flows and the resolution of RANS equations, are in fact unacceptable for large-scale problems, as the one presented in this paper.

### 2.2 Two-dimensional shallow water numerical model

The shallow water model (Faber, 1995) approximation is based on the hypothesis that a layer of water flows over a horizontal, flat surface with elevation $Z(x, y, t)$. This means that the pressure distribution along each vertical is hydrostatic. If we assume that the
horizontal scale of flow features is large compared to the depth of the water, the flow velocity is independent of depth (i.e. $v=v(x, y, t)$ ) and that the water within the layer is in hydrostatic balance, the model equations become:

$$
\begin{equation*}
\text { Continuity Equation: } \frac{\partial Z}{\partial t}+\frac{\partial(h U)}{\partial x}+\frac{\partial(h V)}{\partial y}=0 \tag{4}
\end{equation*}
$$

Momentum Equations:

$$
\begin{align*}
& \frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}+v \frac{\partial u}{\partial y}=-g \frac{\partial z}{\partial x}+\frac{1}{h}\left[\begin{array} { l } 
{ \frac { \partial ( h \tau _ { x x } ) } { \partial x } + \frac { \partial ( h \tau _ { y x } ) } { \partial y } } \\
{ \frac { \partial v } { \partial t } + u \frac { \partial v } { \partial x } + v \frac { \partial v } { \partial y } = - g \frac { \partial z } { \partial y } + \frac { 1 } { h } }
\end{array} \left[\frac{\tau_{b x}}{\rho h}+f_{\mathrm{Cor}} v\right.\right. \\
& \left.\frac{\partial\left(h \tau_{y x}\right)}{\partial x}+\frac{\partial\left(h \tau_{y y}\right)}{\partial y}\right]-\frac{\tau_{b y}}{\rho h}+f_{\mathrm{Cor}} u \tag{5}
\end{align*}
$$

where $u$ and $v$ are the depth-integrated velocity components in the $x$ and $y$ directions respectively; $g$ is the gravitational acceleration; $Z$ is the water surface elevation; $\rho$ is
water density; $h$ is the local water depth; $f_{\text {Cor }}$ is the Coriolis parameter; $\tau_{y x}, \tau_{x x}, \tau_{y y}$, are the depth integrated Reynolds stresses; and $\tau_{b x}$ and $\tau_{b y}$ are the shear stresses on the bed surface.

The above system of equations basically results from a depth averaging procedure of the Navier-Stokes equations and is usually called depth integrated two-dimensional water model is a single phase model, as only the water flow field in the plane $x-y$ is solved.

### 2.3 Numerical scheme for the shallow water approach

In this paper, the shallow water approach is tested by using the open-source CCHE2D code, developed at the National Center for Computational Hydroscience and Engineering (NCCHE), University of Mississippi (Jia and Wang, 1999). This code has been extensively developed, verified, refined, validated, documented and applied to simulate a variety of free surface flow and sediment transport related phenomena (Jia and Wang, 2001).
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Boussineq's theory (Boussinesq, 1903) is used to approximate turbulent shear stresses and the standard $k-\varepsilon$ model is employed to simulate the two test cases (Rodi, 1980).

The set of SW equations is solved implicitly using the control volume approach and 5 the efficient element method (Wang and Hu, 1992). The continuity equation for surface elevation is solved on a structured grid with quadrilateral elements. At each node an element is formed using the surrounding eight nodes making a total of nine nodes working element. In addition the depth-integrated $k-\varepsilon$ model is implemented and included in the code. (Jia and Wang, 1999, 2001).

The three-dimensional multiphase approach is based on the numerical resolution of the incompressible Navier-Stokes equations. To maintain the multiphase nature of the flow, there are currently two approaches widely used: the Euler-Lagrange approach and the Euler-Euler approach. In the latter approach, the different phase is taken into account
15 by considering that the volume of a phase cannot be occupied by other phases. Then the concept of phase volume fractions as continuous functions of space and time is introduced.

In this paper, the so-called Volume Of Fluid (VOF) method is used. The VOF method is a surface-tracking technique applied to a fixed Eulerian mesh, in which a specie
20 transport equation is used to determine the relative volume fraction of the two phases, or phase fraction, in each computational cell. Practically, a single set of Reynoldsaveraged Navier-Stokes equations is solved and shared by the fluids and for the additional phase, its volume fraction $\gamma$ is tracked throughout the domain.

Therefore, the full set of governing equations for the fluid flow are:
25

$$
\begin{align*}
& \nabla \cdot \boldsymbol{u}=0  \tag{6}\\
& \frac{\partial \rho \boldsymbol{u}}{\partial t}+\nabla \cdot(\rho \boldsymbol{u u})-\nabla \cdot\left(\left(\mu+\mu_{t}\right) S\right)=-\nabla p+\rho g+\sigma K \frac{\nabla \gamma}{|\nabla \gamma|} \tag{7}
\end{align*}
$$

$\frac{\partial \gamma}{\partial t}+\nabla \cdot(\boldsymbol{\mu} \gamma)=0$
where $\boldsymbol{u}$ is the velocity vector field, $p$ is the pressure field, $\mu_{t}$ is the turbulent eddy viscosity, $S$ is the strain rate tensor defined by $S=\frac{1}{2}\left(\nabla \boldsymbol{u}+\nabla \boldsymbol{u}^{T}\right), \sigma$ is the surface tension and $K$ is the surface curvature.

For the incompressible phase volume fraction, $\gamma$, the following three conditions are possible:
$-0<\gamma<1$ : when the infinitesimal volume contains the interface between the $q$-th fluid and one or more other fluids;

- $\gamma=0$ : volume occupied by air;
$-\gamma=1$ volume occupied by water.
The nature of the VOF method means that an interface between the species is not explicitly computed, but rather emerges as a property of the phase fraction field. Since the phase fraction can have any value between 0 and 1, the interface is never sharply defined, but occupies a volume around the region where a sharp interface should exist.

Physical properties are calculated as weighted averages based on this fraction. The density $\rho$ and viscosity $\mu$ in the domain are, therefore, calculated as follows:
$\rho=\gamma \rho_{1}+(1-\gamma) \rho_{2}$
$\mu=\gamma \mu_{1}+(1-\gamma) \mu_{2}$
where subscript 1 and 2 refer to the gas and the liquid, respectively.
Numerical diffusion will spread out the sharp interface between water and air. A compressive interface capturing scheme is used to re-sharpen the interface. Details about the present free surface modelling algorithm and the CICSAM scheme can be found in Ubbink and Issa (1999).

The VOF model has been designed for two or more immiscible fluids where only one fluid (i.e. air) is compressible and the position of the interface between the fluids is of interest. Therefore it is perfectly suitable for describing free-surface problems.

### 2.5 Numerical scheme for the three-dimensional approach

5 The model used in this work is based on an open source computational fluid dynamics (CFD) platform named OpenFOAM (OpenCFD, 2008), freely available on the Internet. OpenFOAM, primarily designed for problems in continuum mechanics, uses the tensorial approach and object oriented techniques (Weller et al., 1998). It provides a fundamental platform to write C++ new solvers for different problems as long as the problem can be written in tensorial partial differential equation form.
In this work, the high resolution VOF method proposed by Ubbink and Issa (1999) is used to track the free surface. The CICSAM (Compressive Interface Capturing Scheme for Arbitrary Meshes) scheme treats the whole domain as the mixture of two liquids. Volume fraction of each liquid is used as the weighting factor to get the mixture properties, such as density and viscosity.

The numerical solution of the Navier-Stokes equation for incompressible fluid flow imposes two main problems (Jasak, 1996): the nonlinearity of the momentum equation and the pressure-velocity coupling. For the first problem, two common methods can be used. The first is to solve a nonlinear algebraic system after the discretization.
20 This will entail a lot of computational effort. The other is to linearize the convection term in the momentum equation by using the fluid velocity in previous time steps which meets the divergence-free condition. The latter method is used in this research. For pressure-velocity coupling, many schemes exist, such as the semi-implicit method for pressure linked equation (SIMPLE) (Patankar, 1981) and pressure implicit splitting of operators (PISO) (Issa, 1986). PISO scheme is used in this code. For the $k-\varepsilon$ turbulence model equations, although $k$ and $\varepsilon$ equations are coupled together, they are solved with a segregated approach, which means they are solved one at a time. This is the approach used in most CFD codes.

## 3 Validation

The capabilities of the two models are here presented, comparing simulation results for two dam-break test cases:

1. partial instantaneous dam break over a flat bed without friction;

5 2. dam break flow over a triangular obstacle.

### 3.1 Test case 1: partial instantaneous dam break over flat bed without friction

The test consists in simulating the submersion wave due to the partial collapse of a dam. The spatial domain is a $200 \mathrm{~m} \times 200 \mathrm{~m}$ flat region, with a dam in the middle.

At the beginning of the simulation the water surface level is set in 10 m for the upstream region and 5 m for the downstream one. The unsteady flow studied in the present is generated by the instantaneous collapse of an asymmetrical 75 m long portion of the dam (barrier) (Fig. 1). The bottom is flat and ground resistance to the motion is neglected.

The aim of this validation is to study the capacity to simulate the front wave propaga15 tion, with particular attention to the two-dimensional and the three-dimensional aspects of the flow motion. As already pointed out, both methods use a square computational mesh with a spatial step of 5 m .

This test seems to be particularly suitable to highlight the differences between a shallow water approach and a full Navier-Stokes approach. Although there is no analytical
20 reference solution for this test case, numerical results of various authors are available in literature (Fennema and Chaudhry, 1990; Alcrudo and Garcia-Navarro, 1993), as this test is usually considered a validation benchmark, as also reported in the CADAM project. However, even if the flow is three-dimensional, all the tests available in literature, as well as the results given by Fennema, typically used as the reference, have 25 been carried out with simplified one- or two-dimensional models. In this paper the
three-dimensional effects, as well as their importance in terms of hydraulic design, are highlighted.

### 3.1.1 Simulations setup

## Shallow water numerical model

5 The simulation with the shallow water model is carried out using a time step of 0.02 s . A null flow rate in the inlet section is set as the initial condition. All the computational domain is limited by no-slip walls.

## Three-dimensional CFD numerical model

The test case was performed in a $200 \times 200 \times 20 \mathrm{~m}$ dominion. The geometric reconstruction was made through parametric meshes with grading and curved edges (Open Foam, 2008). The domain geometry is defined as a set of three dimensional, hexahedral blocks. Each block is defined by 8 vertices, one at each corner of a hexahedron. The computational mesh employed is a structured one with elementary volume entities of $5 \times 5 \times 1 \mathrm{~m}$ size.

The feature of the problem is a transient flow of two fluids separated by a sharp interface, or free surface. The solver is designed for two incompressible fluids capturing the interface by using the previously describe VOF method. Turbulence is modelled using a runtime selectable incompressible RANS model, with a standard $k-\varepsilon$ model (Rodi, 1980) as closure equation. Figure 2 shows the initial and boundary conditions, by specifying the six patches.

The top boundary of the domain is the atmosphere and the total pressure is set to zero, all the others are set as wall, being the study case a closed box. The non-uniform initial condition for the phase fraction $\gamma$ is specified.

### 3.1.2 Results

The computed water surface profiles were compared to Fennema numerical results (Fennema and Chaudhry, 1990), which was also obtained through a shallow water model solved with an implicit finite difference method. In particular, Fig. 3 shows the comparison of the computed water level 7.2 s after the breach, when the flow reached the left side of the tank.

The surface shape deriving from the shallow water model is in good agreement with the one obtained by Fennema (Alcrudo and Garcia-Navarro, 1993), except for a little delay in the front wave position. The level value is quite similar. This is an obvious consequence of the same shallow water schematization used. Significant differences are instead observed with the full Navier-Stokes three-dimensional model (Fig. 4):

- water surface levels immediately upstream the gate are lower than those predicted by the shallow water, due to the gravity force (Figs. 4 and 5);
- the front position shows that wave celerity is greater and water levels downstream the gate are higher than those predicted by the shallow water (Figs. 4 and 5).

These results agree with the conclusions drawn by De Maio et al. (2004), who observe that the shallow water model underestimates the front wave celerity and water depth profiles. This should be related to the three-dimensional aspects due to the gravity force, especially during the first time steps of the motion.

This behaviour is marked also in Fig. 6 where hydrographs at different monitor points are represented for both models.

The set of results originating from these simulations shows that the dam break problem is characterized by three-dimensional aspects, that have a great impact on water surface elevation and submersed wave travelling downstream.

The results demonstrated that 1-D models, traditionally used in hydraulic engineering, are not adequate to simulate the generation and propagation of the bore immediately after the gate failure (Morris and Galland, 2000). Therefore, these simplified
models should be coupled to detailed simulations of the dam break. Practically a detailed and a simplified one-dimensional model could be applied in cascade:

- simulation of the flood wave formation immediately after the collapse of the dam by means of a detailed model, in order to evaluate the discharge hydrograph,
- simulation of the propagation of this wave along the river by means of a hydraulic one-dimensional model (Werner, 2004) .

In order to evaluate when (at what instant after failure) and where (at what downstream cross section) it is possible to switch from a detailed to a one-dimensional model with sufficient accuracy, we extended the downstream domain up to 1000 m from the gate. A relevant parameter for this kind of study could be the water surface variation along cross section, defined as $h_{c v}=\left(h_{\max }-h_{\min }\right) / h_{0}$.

Figure 7 shows water surface elevation and water surface variation along cross section at four different cross sections, located at a distance of 400, 500, 600 and 700 m from the gate, during the first 100 s after failure. The parameter $h_{c v}(t)$ could be used to establish a threshold value for the switch from the detailed to the simplified one-dimensional simulation. In other words, when the water surface variation along cross section is always lower than a certain value ( $\left.h_{c v}(t) \leq h_{c v, t} \forall t\right)$, the approximation of a one-dimensional simulation could be acceptable. Setting this threshold to $10 \%$, figure 7 highlights that a one-dimensional model could be used starting from a distance of 600 m from the gate (section E-E).

Figures 8 and 9 shows the difference in the water depth and the discharge hydrograph between the NS and the SW model at section E-E

Two aspects are relevant:

- SW model underestimates the peak flow of about $20 \%$ with respect to NS.

25 - the peak arrival time predicted by the SW model is higher than the correspondent three-dimensional one of about 4 s .

It is important to note that this shift time assumes a very important role in a real basin scale, as an incorrect prediction of the lead time may yield relevant errors in the emergency planning and risk mitigation activity.

### 3.2 Test case 2: dam break flow over a triangular obstacle

The second test case is an experimental dam break over a triangular obstacle performed at the Université Catholique de Louvain (UCL), in the laboratory of the Civil Engineering Department (Soarez-Frazao and Zech, 2002).

The experimental setup (Fig. 10) consists in a closed rectangular channel 5.6 m long and 0.5 m wide, with glass walls. The upstream reservoir extends over 2.39 m and the channel can be pulled up rapidly in order to simulate an instantaneous dam break. Downstream from the gate, there is a symmetrical bump 0.065 high with a bed slope of 0.014 . Downstream from the bump, a pool contains 0.025 m of water. It is thus a closed system where water flows between the two reservoirs and is reflected against the bump and against the upstream and downstream walls.

High-speed CCD cameras were used to film the flow through the glass walls of the channel at a rate of 40 images per second. The experiments show a good reproducibility, allowing to combine the images obtained from different experiments to form a continuous water profile (Fig. 11).
This test is almost two-dimensional in the plane $x-z$, but it can perfectly highlight the differences between the shallow water and the three-dimensional approach. It is, in fact, two-dimensional for the full Navier-Stokes model, but becomes one-dimensional for the shallow water model, as it neglects the elevation.

### 3.2.1 Simulation setup

## Two-dimensional shallow water numerical model

The simulation was carried out using a spatial step of 0.05 m and a time step of 0.01 s . The computational mesh consists in $11 \times 113$ nodes. Figure 12 reports the initial condition schematization.

## Three-dimensional CFD numerical model

The mesh geometry is composed by hexaedrons with 0.05 m side. The boundary patches are specified as wall, and atmosphere.

At wall surfaces (bed, flume walls, bump faces), no-slip boundary conditions are employed, that is to say $u=0$ is set for velocity with zero normal gradient for pressure. Surface tension effects between wall and water-air interface are neglected. This is done by setting the static contact angle, $\tilde{\theta}=90^{\circ}$ and the velocity scaling function to 0 .

The top boundary of the domain is the atmosphere, where the total pressure is set to zero. For open boundaries the following conditions are applied: when the flow is going out of the domain, zero gradient condition is used, when the flow is entering the domain, a $1 \%$ turbulence intensity is used to specify $k$ and epsilon. The small amount of air turbulence will not affect the water flow field too much since water is much heavier than air (Liu and García, 2008).

### 3.2.2 Results

The comparison between experimental and numerical results, with both models, is given in Fig. 13, in terms of free surface comparison at different times after the dam break.

During the collapse, the water impacts an obstacle at the bottom of the tank and creates a complicated flow structure, including several captured air pockets.

After the dam break, the water flows to the bump. Once it reaches this, a part of the wave is reflected and forms a negative bore travelling back in the upstream direction, while the other part moves up the obstacle (Fig. 13). At $t=1.8 \mathrm{~s}$ (Fig. 13a), the shallow water model is not capable of reproducing the real situation: the front wave is not in agreement with the experimental data. The three-dimensional model simulation results are quite similar to real behaviour.

After passing the top of the bump, the water flows until it arrives in the second pool of water, where the front wave slows down and a positive bore forms (Fig. 13b, front-wave position $=5.2 \mathrm{~m}$ ). Again, the three-dimensional model results are in good agreement with the experimental data while the two-dimensional model is late.

At $t=3.7 \mathrm{~s}$ (Fig. 13c), the bore has reflected against the downstream wall and is travelling back to the bump, but the water is unable to pass the crest. This behaviour is well reproduced by both models.

After a second reflection against the downstream wall, the wave has passed the
15 bump and is travelling back into the upstream direction. Signicant derences between the shallow water results and the experimental results are observable also at $t=8.4 \mathrm{~s}$ (Fig. 13d).

The comparison between simulated and experimental results, given in Fig. 13, clearly shows that the three-dimensional model has the capability to represent the unsteady flow behaviour quite well. In fact, the flow picture frames captured at different times (top image at each time in Fig. 14) are all in good agreement with the numerical results (bottom image at each time in Fig. 14).

## 4 Conclusions

The present paper addresses a relevant problem in hydraulic engineering: the selection of an appropriate model to undertake dam break flood routing.

The type of flow model may be classified according to the number of spatial dimensions they simulate (1-D, two-dimensional, three-dimensional) the equations upon 6775
which their predictions are based and the numerical system applied to solve these equations during the simulation process.

In the present paper, a three dimensional mathematical model has been applied for modelling dam break flows. The model has been validated by means of two test cases, a dam break over a flat bed without friction and a dam break over a triangular bottom sill. The results demonstrate that the formation of a dam-break wave is a fully three-dimensional phenomenon, which can be accurately simulated only by means of a full Navier Stokes model. Simplified shallow water and one-dimensional models underestimate the wave front celerity immediately after the gate collapse and do not reproduce the water depth profiles well. Also the flood wave speed is often poorly predicted.

The simulation of the partial instantaneous dam break over flat bed without friction emphasize relevant differences between the SW and the NS simulations. In particular the NS predicts lower water surface levels immediately upstream the gate and greater wave celerity and water levels downstream the gate. The differences are related to the three-dimensional effects of the gravity force, especially during the first time steps of the motion.

It is important to note that the above differences may assume a significant role in real world applications, as dam-break flood risk prone areas mapping and emergency planning. An underestimation of wave celerity and water levels, for example, means that the flood wave may arrive sooner and may be more destructive than what predicted.

The study of the dam break phenomenon also suggests the applications of a detailed and a hydraulic simplified models in cascade: simulation of the formation of the flood wave immediately after the collapse of the dam by means of a three-dimensional model, in order to evaluate the discharge hydrograph;simulation of the propagation of this wave along the river by means of a 1-D model.

The comparison between simulated and experimental results, performed for the second test case, clearly shows that the three-dimensional model has the capability to represent the unsteady flow behaviour quite well in the whole observation period, while
significant differences between experimental data and numerical results from the shallow water model are observed.
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Fig. 1. Plan View (dimension in $m$ ) - geometric schematization of dam break over flat bed without friction test case. In plan, sections A-A B-B, points P1 $(100,130)$, P2 $(110,130)$, P3 $(130,130), \mathrm{P} 4(150,130)$ are shown.


Fig. 2. Initial and boundary conditions. $\gamma=0$ gas phase only (blue), $\gamma=1$ liquid phase only (red).
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Fig. 3. Comparison between Fennema and Chaundry (1989), shallow water, full Navier Stokes simulations' results: (a) contour levels at 5.2, 5.7, 6.2, 6.7, 7.2, 7.8, 8.2, 8.7, 9.2 m . (b) Water surface wireframe (three-dimensionalview) after 7.2 s from failure.


Fig. 4. Comparison of the water surface between the shallow water (grid) and the full Navier Stokes model (continuous contour).


Fig. 5. Water depth at 7.2 s after the gate collapse: $B-B$ and $A-A$ sections.


Fig. 6. Water level hydrograph at points P1, P2, P3, P4.


Fig. 7. $\Delta h$ and $h_{c v}$ depending on time at different cross section: C-C $(x=400)$, D-D $(x=500)$, E-E ( $x=600$ ), F-F $(x=700)$.


Fig. 8. Water depth hydrograph at E-E section $(x=600)$.


Fig. 9. Discharge hydrograph at E-E section ( $x=600$ ).


Fig. 10. Experimental set-up and initial conditions, all dimensions in m .


Fig. 11. Water surface at 1.8 s (Soaerez et al., 2002): the position of the free surface is measured by an automatic recognition procedure to each filmed image.


Fig. 12. Initial condition for the bump test case.


Fig. 13. Two-dimensional model, three-dimensional model, experimental water surface profile at $T=1.8 \mathrm{~s}(\mathbf{a}), T=3 \mathrm{~s}(\mathbf{b}), T=3.7 \mathrm{~s}$ (c), $T=8.4 \mathrm{~s}(\mathbf{d})$.


Fig. 14. Comparison between three-dimensional model results (bottom) and pictures of the experiment (top).

