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Abstract

There is growing concern that flooding is becoming more frequent and severe in Europe. A better understanding of flood regime changes and their drivers is therefore needed. The paper reviews the current knowledge on flood regime changes in European rivers that has been obtained through two approaches. The first approach is the detection of change based on observed flood events. Current methods are reviewed together with their challenges and opportunities. For example, observation biases, the merging of different data sources and accounting for non-linear drivers and responses. The second approach consists of modelled scenarios of future floods. Challenges and opportunities are discussed again such as fully accounting for uncertainties in the modelling cascade and feedbacks. To make progress in flood change research, we suggest that a synthesis of these two approaches is needed. This can be achieved by focusing on flood-rich and flood-poor periods rather than on flood trends only, by formally attributing causes of observed flood changes, by validating scenarios against observed flood regime dynamics, and by developing low-dimensional models of flood changes and feedbacks. The paper finishes with a call for a joint European flood change research network.

1 Floods are changing - are they?

1.1 A need for understanding flood regime changes

Europe has experienced a series of major floods in the past years: extreme floods in Central Europe in August 2002 (e.g. Ulbrich et al., 2003) and in England in summer 2007 (e.g. Marsh, 2008), unprecedented flash flooding in western Italy in autumn 2011 (e.g. Amponsah et al., 2013), and more recently extreme floods in Central Europe in June 2013 (e.g. Blöschl et al., 2013a). As these and many other recent floods have exceeded past recorded levels, there is a growing concern that flooding in Europe has become more frequent and severe. There is also an increasing apprehension that human actions may play a key role in increasing floods.

This growing concern in the public is mainly caused by increasing flood damages and comprehensive media coverage of extreme events (Barredo, 2009). In fact, flood damages are rising throughout the world, mainly due to an increase in the value of the assets on floodplains, even though flood protection measures have also been strengthened (e.g. Pielke et al., 2008; Di Baldassarre et al., 2010; Seneviratne et al., 2012). Yet, there are strong physical arguments regarding a general intensification of the global hydrological cycle, with a
general increase in the intensity and frequency of extreme events, which is likely to affect
floods ultimately (IPCC, 2013).

However, not only the value of assets on the floodplains has changed but also the flood
discharges may have changed concurrently. Hydrologists have been grappling with
understanding and predicting floods since their science began. They are now exploring the
question whether floods are increasing and, if so, why. The difficulty lies in the erratic nature
of floods, as one big flood event does not indicate an increasing trend in flooding. To be able
to prepare flood management strategies, future flood discharges and their exceedance
probabilities are of key interest, together with changes in the time of flood occurrence within
the year. The flood discharges of a catchment, their exceedance probabilities and their
seasonality are collectively termed “flood regime” in this paper.

The purpose of this paper is to review the current understanding of flood regime changes of
European rivers, in particular whether changes have been observed in the past, the drivers of
change, what changes are likely to be expected in the future and the current methods used.
Changes in coastal floods are not considered here as they are mainly linked to land subsidence
and sea level rise rather than to river floods. While dam break floods and urban floods may
also be very important, this paper specifically focuses on river floods driven by rain and snow
melt (sometimes combined with ice jam), as these are the most common flood types in
Europe. Changes in flood impacts such as vulnerability, exposure, perception or emergency
management are not considered as the paper focuses on the changes in the flood regime.

1.2 Potential drivers of flood regime changes

In order to understand flood regime changes it is important to be clear about their physical
causes. Merz et al. (2012) defined three groups of potential drivers of change (river channel
engineering and hydraulic structures, land use change and climatic change), which are
elaborated below and summarised in Table 1.
(i) Rivers: the most obvious changes occur in the river system itself. Humankind has manipulated rivers for centuries for navigation, flood protection, food production and hydropower production among other purposes. Of course, some rivers are more heavily modified than others, but throughout Europe, river training, hydraulic structures and sediment trapping have heavily affected most rivers through the removal of inundation areas, changes in river morphology and water depth. These modifications affect flood wave propagation and therefore can change the peak, timing and shape of the flood hydrographs.

(ii) Catchments: anthropogenic influences are also evident at the catchment scale with regard to flood generation processes. Land use has changed considerably in many areas across Europe for example due to urbanisation, deforestation and the construction or the abandonment of terraces in hilly landscapes. In addition, wetland drainage and agricultural practices have dramatically affected flood flow paths. These land use and management changes have been shown to affect evaporation, water infiltration into the soil and surface and sub-surface water storage.

(iii) Atmosphere: any changes in heavy rainfall and snowmelt will induce changes in flood magnitudes and timing. Changes in the seasonal rainfall and evaporation will also affect the antecedent soil moisture of flood events. Such changes can be brought about by natural climate variability at different time scales and by anthropogenic induced climatic change.

This paper examines these three groups of drivers with regard to their potential to cause flood regime changes. From a conceptual hydrological understanding of flood processes, a strong dependence on spatial scales of the relative impact of these drivers would be expected. The schematic in Fig. 1 shows present day flood discharges in a hypothetical catchment with a wide floodplain attenuating the flood peak discharge magnitudes at an intermediate catchment scale. The thin line illustrates the effects of one of the three groups of drivers on the flood peak discharges.

River training or floodplain removal (Fig. 1a) will increase the flood discharges downstream of the river modification. Land use changes such as urbanisation or deforestation normally occur at small scales within a catchment, so their effects will decrease with catchment size (Fig. 1b). However, throughout history there have been large-scale land use changes such as deforestation in the Middle Ages or changes in agricultural practices around 1990 in the lower Danube basin. Overall, the combined effects can be spatially complex (Kovács et al., 2012), hence the location of land use changes within the catchment will ultimately influence the
scale effect. Changes in climate variables such as increasing or decreasing rainfall intensity occur at large (synoptic) spatial scales and may result in consistent changes of various magnitudes within a region, without obvious relation to spatial scales (Fig. 1c). In the specific case of convective precipitation increases, larger increases in the flood peak discharge would be expected at a small catchment scale.

The degree of understanding the effects of the three types of drivers on the flood regime varies. While at the catchment scale the hydrological effects of hydraulic structures are well understood, at least for individual case studies, less is known about the effect of land use/management and climate variability on the flood regime. Therefore, this paper puts particular emphasis on the effects of changing land use/management and climate.

1.3 Methods for understanding flood regime changes

Insights into river flood regime changes can be obtained through two main avenues. The first is a data based approach in which no or little a priori knowledge of the system is required. In this approach, statistical methods are applied to observational flood data to detect whether significant changes have occurred. This is a useful approach if there is an extended and reliable database available even if the physical principles are not well understood. The information obtained is about past flood changes, which may provide the basis for anticipating future changes.

The second avenue for obtaining insights into changes of river flood regimes is a model-based approach, in which the cascade of processes from climate over catchment to the river system is represented by cause–effect relationships. These can be used to simulate scenarios of future flood regimes. This is a particularly useful approach when the physical principles underlying flood generation and flood change are well understood. The information obtained is prognostic and allows inferring statements about future changes.

This paper reviews the data based and model based approaches in Sect. 2 and 3, respectively. Their relative strengths and weaknesses are contrasted and results from the literature on flood changes in European rivers are presented for each of the two methods. In Sect. 4, we offer possible ways forward towards better understanding changes in the river flood regime, and in Sect. 5 recommendations on future research are provided.
2 Detecting changes in flood observations

2.1 Methods of change detection

2.1.1 Types of changes

The starting point of any change detection in observed time series is to hypothesise about the type of potential changes. These may include step-changes in the mean of a series at a particular point in time (regime shift), gradual change (trend) in the mean of the series over time or changes in the variability of the series. Based on the hypothesis about the type of change, a null hypothesis ($H_0$) and an alternative hypothesis ($H_1$) are formulated. For the examples above, the respective null-hypotheses would be “the mean flood peak discharge of two periods are not different”; “there is no trend in the mean magnitude of flood peaks”; and “there is no trend in the variability of the flood peak discharges”. Changes may also occur in the extreme values of a series for example, extreme floods may increase, without clear changes in the mean annual floods. The flood data series of one or a number of stream gauges are then used to test whether the null hypothesis should be rejected or not at a chosen significance level of, e.g. 5 or 10%, which is the probability of incorrectly rejecting the null hypothesis.

While statistical change detection tests of flood peak discharges do not allow to directly infer the physical drivers of any change, there are known causes that affect flood peak series in certain way (Fig. 2). The construction of hydraulic structures along rivers typically produces step changes in flood peak discharges (e.g. peaks may decrease due to the construction of large reservoir storages or may increase due to river training work) as a result of a relatively short construction period compared with the flood record length (Fig. 2a). Land-use changes are often more gradual as they involve lagged responses such as slow changes in the soil properties. In addition, land-use changes such as urbanisation usually proceed over many decades (Fig. 2b). Similarly, climatic change and variability are also usually expected to be more gradual, resulting in relatively slow changes in the mean and in the variability of flood peak discharges (Fig. 2c).

2.1.2 Variables of changes

Flood peak analysis is a useful primary way of analysing changing patterns in the flood regime. Typically, annual maximum flood discharges are used rather than peak over threshold flood series to avoid the constraint of choosing a constant threshold for the entire flood
record, although time varying thresholds can also be used. Going beyond flood discharges, a number of studies have analysed the flood seasonality in order to shed light on changes in the driving processes. Precipitation from synoptic systems, convective precipitation and snowmelt are highly seasonal, so flood seasonality can provide insights into the flood producing drivers and their possible changes. Seasonality analyses are particularly useful when flood seasonality is compared with the seasonality of other variables that are potential drivers and with catchment state indicators such as extreme precipitation and the seasonal precipitation and runoff regime.

Common measures of seasonality are the Julian day of the mean flood occurrence date and the variability of flood occurrences within the year. The occurrence date of a flood within the year (for a particular station) can be plotted on a unit circle to give the angle in polar coordinates (Black and Werritty, 1997; Burn, 1997). The direction of the average vector then represents the mean date of occurrence of all flood events (Parajka et al., 2010). Although, many studies use seasonality analyses to infer flood processes (e.g. Merz et al., 1999; Beurton and Thieken, 2009; Parajka et al., 2010), only a few studies examine their long-term trends (e.g. Macdonald, 2012; Arheimer and Lindström, 2013). One such study is Parajka et al. (2009), who analysed the change in seasonality of floods, extreme precipitation and the monthly rainfall and runoff regime along a transect across Austria and Slovakia over different decades.

Although flood seasonality analysis is often very useful and data tend to be readily available, the application is limited to those flood drivers that have clear seasonal characteristics. To distinguish between different flood drivers within a season, such as different rainfall types, more in depth analyses are needed, such as exploring the intra-seasonal variability of rainfall and runoff indicators (e.g. Merz and Blöschl, 2003; Macdonald et al., 2010).

2.1.3 Methods of trend detection

A range of statistical tests has been developed for analysing trends in the magnitude of flood peak discharge series. Such tests can focus on (i) trend analysis of individual time series, (ii) field significance of an ensemble of local stations, and (iii) analysis of coherent regional trends.

(i) Change analysis of individual time series: in the simplest case of change detection, the flood peak records of individual sites are analysed separately. Parametric tests are used for
independent data that conform to a particular distribution (e.g. Student’s $t$ test and Worsley likelihood ratio test), and non-parametric tests for independent data without making assumptions about the distribution (e.g. Pettit’s test, Mann–Whitney $U$ test for step changes or Mann–Kendall test (MK) and Spearman’s rho test for gradual changes). For a review of additional trend detection methods used for hydrological extremes and their influence on the trend results, see Clarke (2013a).

As hydrological time series are usually neither normally distributed nor independent, non-parametric tests and block re-sampling methods are often preferred (Kundzewicz and Robson, 2004; Yue et al., 2012). In the case of gradual trends, the rank-based MK test is regarded as a robust non-parametric test and widely used (Petrow and Merz, 2009). However, if a positive serial correlation exists, the probability of detecting a false significant trend increases (Yue et al., 2002); in which case pre-whitening methods need to be applied to remove the serial correlation. To avoid eliminating part of the temporal trend itself (which would result in underestimating the probability of detecting a significant trend), the trend-free pre-whitening (TFPW) and modified TFPW methods have been developed (Yue et al., 2002; Önöz and Bayazit, 2012) along with other methods such as bootstrap method or variance correlation (see Khaliq et al., 2009, for a review).

(ii) Field significance of an ensemble of local stations: when examining the outcomes of local, site-specific trend analyses at a regional scale, it can become difficult to extract a consistent change signal. If a local statistical test is applied with a specific significance level, there is always the possibility of falsely rejecting the null hypothesis (no trend) (Type I error). Instead of analysing a single flood record, an analysis of an ensemble of records from different stations can increase the power of detection by reducing sampling uncertainty. The first step of such an approach is to plot the trend test results of the individual stations on a map to identify coherent spatial patterns between records from different stations (e.g. Blöschl et al., 2012). Based on these patterns, the field significance of such an ensemble of local test results over a region can be assessed by testing the null hypothesis in all time series’ (Douglas et al., 2000; Yue and Wang, 2002; Renard and Lang, 2007).

It is also important to take the spatial correlations of the flood peaks into account. Flood peaks are typically correlated over a distance of ~100 km (Merz et al., 2000, 2008), but this correlation also depends on the flood generating mechanisms (Viglione et al., 2010a). For example, flash floods tend to be correlated over shorter spatial distances than synoptic floods.
and snowmelt floods (Merz and Blöschl, 2003). Several methods account for the spatial
dependence and estimate the number of stations that may exhibit significant trends for a given
significance level, if no real trends exist (Type I error). These methods include (1) an
equivalent (or effective) number of stations (ENS) (Matalas and Langbein, 1962); (2) a
bootstrap procedure (Douglas et al., 2000); (3) a Gaussian copula method (Renard and Lang,
2007), and (4) the false discovery rate (FDR) method (Benjamini and Hochberg, 1995;
Ventura et al., 2004).

Renard et al. (2008) concluded that, if prior information on the type of regional change is
available, both bootstrap and FDR method should be applied. If a weak general change is
expected, they recommend the bootstrap procedure as it does not require parametric
assumptions about the marginal and joint distributions of the data. On the other hand, if the
changes are expected to affect only a limited number of sites they recommend the FDR
procedure because of its statistical power.

(iii) Analysis of coherent regional change: the third group of methods focuses on the average,
coherent change of a region rather than on the patterns of change within the region as in (ii).
As one of the key drivers, climate tends to exhibit a large-scale coherent structure so one
would also expect the flood response change to be spatially coherent. Again, the spatial
correlations of the flood peaks need to be accounted for. If the data series of all stations are
uncorrelated, the total sample size will be their sum and the trend test will be powerful.
However, if, for some stations, spatial correlations between the flood peaks in the same year
exist, less weight is given to those stations than to stations that are not correlated with others,
which reduces the effective sample size.

Several methods have been developed to test for the consistency of changes in homogenous
regions. (1) Univariate tests (e.g. MK test) applied to a regional variable (index), such as the
annual number of floods in a region or the mean date of occurrence of the annual maximum
flood over a homogenous region. For example, Hannaford et al. (2013) compiled a surrogate
streamflow series by grouping individual time series within homogenous regions in Europe
and applied the MK test to detect coherent regional change. (2) Regional statistics can also be
performed with tests tailored to the regional data. In the regional MK test (Douglas et al.,
2000; Yue and Wang, 2002; Sadri et al., 2009), the score is inversely proportional to the
standard deviation of the regional statistics that has been used to quantify the significance
level. This standard deviation depends on the mean spatial correlation coefficient between the
different pairs of sites in a way that higher correlations lead to higher variance and thus to a lower score. (3) A semi-parametric approach that uses a regional likelihood ratio test to compare the null hypothesis of no shared regional trend with the alternative hypothesis that all the sites of a region are affected by the same trend (Renard et al., 2008). The trend with the highest likelihood is then brought out from all possible trends and considered as representative of that region. In order to improve the robustness of the estimators against outliers and other non-linearities the original multivariate dataset can be transformed to distributions close to normal (Renard et al., 2008).

Renard et al. (2008) compared these three groups of tests and concluded that the methods have comparable testing power in detecting coherent regional trends. If the at-side trends within a region are consistent (i.e. same direction), all methods can detect the dominant change but the test results obtained from the regional variable and the regional statistic are very sensitive to the stations included. For regions with inconsistent trends, they showed that the regional variable and the regional statistics favour the dominant trend and mask minor trends, whereas the regional likelihood ratio method does not detect any trend at all. In the case that the aim of the study is to detect whether a consistent trend over a homogenous region exist or not, they recommend the regional likelihood ratio method. Additionally, a procedure for obtaining a regionalised, spatially averaged trend in hydrological time series with both serial and spatial correlation is presented in Clarke (2013b).

2.2 Flood regime changes in Europe

2.2.1 Floods during the instrumental period

Numerous trend detection studies have been performed on systematic flood records in Europe. In these studies, different high flow indicators were derived from observed discharge time series, some dating back to ~150 yrs. The results provide insights into small-scale regional patterns of increasing, decreasing, or non-detectable changes (at a specific significance level) in flood regimes (particularly flood discharge magnitudes).

Overall, it is difficult to issue a general statement on flood changes in Europe due to the diversity of processes, different observation periods, and the variety of methods applied. However, a review of the most recent studies provided below suggests some broader patterns, which are summarised below according to three climate regions relevant to flooding: (i) Atlantic western Europe and northern Europe, (ii) Continental central Europe and eastern Europe, and (iii) the European Mediterranean (southern Non-Atlantic Europe) (see Fig. 3). If
applicable, mountainous catchments located in these regions are mentioned separately due to mixed climatic and orographic influences.

(i) Western Europe and northern Europe: in central Spain, Mediero et al. (2014) found generally decreasing trends of annual maximum floods during 1959–2009, with the exception of a few gauging stations in the north-western part of Spain which showed significantly increasing trends for that period. Similarly, decreasing trends in annual maximum floods were found in the Douro basin during 1961–2005 (Morán-Tejeda et al., 2012). In France, most regions did not show a consistent change (1968–2000), with three exceptions: increasing flood peaks in the northeast, decreasing high flows in the Pyrenees, and earlier snowmelt-related floods in the Alps (Renard et al., 2008). For the annual maximum floods (1968–2008), the same pattern of increasing trends in annual maximum floods in the north, and decreasing trends in the south of France were found by Giuntoli et al. (2012).

In the UK, clearly increasing trends of annual 7 day high flows (1963–2000) (Pinskwar et al., 2012) were found together with increasing trends in Q5 (Qn corresponds to flow equalled or exceeded in n% of the daily mean flows) during 1969–2008 (Hannaford and Buys, 2012). However, an earlier period (1940–1990) did not show significant trends for 890 stations in the UK (Robson et al., 1998). Predominately, increasing trends were also detected in annual maximum flows in Ireland during 1976–2009 (Murphy et al., 2013).

Long timeseries from Scandinavia show a variable pattern in time and space and do not indicate an overall pattern of flood regime changes (Lindström and Alexandersson, 2004; Wilson et al., 2010). Stahl et al. (2012) found that despite increasing trends in annual mean flows, the annual 7-day high flows in Denmark and southeastern Norway decreased (1962–2004). The magnitude of spring high flows in Finland did not show significant changes for the period 1912–2004, although the mean discharges increased (Korhonen and Kuusisto, 2010).

(ii) Central Europe and eastern Europe: in central Europe, overall, Pinskwar et al. (2012) and Kundzewicz et al. (2013) found a tendency towards increasing large floods for the period 1985–2009 which reflects the recent major floods in that area. In southern, western, and central Germany, annual maximum floods in 28% of the catchments showed increasing trends, particularly apparent in the winter floods, while this was not the case in the rest of Germany (1951–2002) (Petrov and Merz, 2009). For the Elbe and Oder Rivers, the occurrence rate of heavy winter floods during 1852–2002 decreased, whereas there was no trend for summer floods (Mudelsee et al., 2003).
In Poland, the mean and the variance of the annual maximum floods decreased during 1921–
1990 (Strupczewski et al., 2001) and spring floods decreased for the majority of Poland’s
major rivers (Kaczmarek, 2003). However, after a long period without major floods, several
flood events were reported in Poland from 1997 to 2010, which results in an increase of the
number of regional floods (large areas of the country being flooded) for the period 1946–2010
(Kundzewicz et al., 2012). In Bohemia (Czech Republic), floods were particularly frequent
and high in the second part of the 19th century, and generally decreased over the 20th century
for the Vltava and the Elbe River (1851-2010, see also Fig.5) (Brázdil et al., 2005, 2012; Yiou
et al., 2006). Decreasing trends of annual maximum floods were also found in some Slovak
catchments, such as the alpine Belá River (1925–2008) (Pekárová et al., 2009) and the
Rybárik experimental catchment (1964–2004) (Bača and Bačová Mitková, 2007). However,
the frequency of flash floods in small catchments (5-150 km²) was found to have increased in
the last two decades (Solín, 2008).

In Hungary, record-breaking flood magnitudes have become more frequent at the Tisza and
some tributaries during the period 1900–1999, but no significant changes were observed for
most other rivers (Bárdossy et al., 2003; Somlyódy et al., 2010). For the Danube, more than
half of the extreme floods since the beginning of the 20th century were observed during the
last two decades (Nováky and Bálint, 2013). In Austria, annual maximum floods in 17 % of
the gauged catchments showed increasing trends during 1976–2007 (with the majority of the
stations showing no significant change) with a general tendency for increasing trends in the
north, decreasing trends in the south, increasing trends in winter floods in the west and
decreasing trends in the southeast (Blöschl et al., 2011). In Switzerland, winter floods (Q10)
increased in more than 50% of the catchments (1961–2000) in particular in the mountain
basins (Birsan et al., 2005) and southern alpine basins showed increase in their 95% peak
quantiles according (Allamano et al., 2009). An analysis of multiple time periods of annual
maximum floods since 1850 suggested that the highest number of significantly increasing
flood trends (42% of stations) was found for the period starting before 1966 and ending after
2000. However, there were also combinations of periods without significantly increasing
trends (Schmocker-Fackel and Naef, 2010a).

For the Alpine region of France, Switzerland, Germany, Italy, Austria, and Slovenia, Bard et
al. (2012) found an increasing trend in spring floods associated with snowmelt during 1961–
2005. The snowmelt season started earlier and the volume and peaks of snowmelt floods from 
glaciers increased.

In eastern Europe, annual maximum floods in the Baltic States (Estonia, Latvia and 
Lithuania) generally decreased between 1922–2008 (Reihan et al., 2012) with an earlier 
ocurrence of spring floods associated with earlier snowmelt (Reihan et al., 2007; 
Kriauciuniene et al., 2012). Decreases in high flows were also found in Romania for the 
periods 1961–2009 and 1975–2009 (Birisan et al., 2013), and other Eastern European 

(iii) Mediterranean: in Spanish Mediterranean catchments, generally decreasing trends in 
annual maximum floods during 1959-2009 were found (Mediero et al., 2014). In Catalonia, 
flash floods increased during the period 1982–2007 (Llasat et al., 2010), but decreased when 
the study was updated until 2010. In the central parts of the Spanish Pyrenees and in the 
French Pyrenees decreasing trends in floods were found during the periods 1955–1995 and 
1968–2000 respectively (López-Moreno et al., 2006; Renard et al., 2008), which is consistent 
the Po River (Italy) there was no clear trend in annual maximum floods during 1920–2009 but 
a tendency of floods to occur in clusters (Montanari, 2012). In Greece, around Athens, an 
increase in flood frequency was observed in recent decades, when analysing the period 1880– 
2010, which was associated with increases in extreme daily precipitation (Diakakis, 2013).

The outcomes of the literature presented in the above sections have been adapted into a 
schematic indicating some broad pattern of flood regime changes across Europe (Fig. 4). The 
arrows in the schematic indicate the dominant pattern of change, encompassing both 
significant and non significant changes of various magnitudes and periods. Regions that do 
not have any change in the schematic either have no studies or data available (e.g. Italy) or the 
change signal is not clear (e.g. Sweden). However it needs to be cautioned that the general 
pattern displayed in the schematic has been obtained from the diverse studies reviewed above, 
which investigated different flood characteristics, different statistical tests and time periods. 
The illustration shows a mix of regional averages and individual catchments depending on 
literature coverage. For that reason, the schematic in Fig 4 is sensitive to sampling uncertainty 
and should not be regarded as a standalone outcome; instead the schematic should be 
interpreted in combination with the original literature reviewed.
2.2.2 Historical floods

The study of historical floods provides very valuable information for the period prior to systematic flow observations, which typically started in the 19th century on the large European rivers. Documentary data often suffer from spatial and temporal discontinuity, yet they allow inferring the frequency, seasonality, magnitude, causes and impacts of events of a magnitude rarely witnessed within instrumental series (Barriendos et al., 2003). Documentary sources include individual records (annals, chronicles, memory books and memoirs; weather diaries; letters; special prints; newspapers and journals; sources of a religious nature; chronograms; early scientific papers, compilations and communications; stall-keepers’ and market songs and pictorial documentation) and institutional materials (account books, taxation records, reports) (Brázdil et al., 2006, 2012). Documentary data can include information concerning the time and date of flood occurrence, meteorological and hydrological causes, details of human loss, material damage and societal responses. Flood marks (epigraphic sources) provide quantitative information about the highest water level recorded during a flood, which can be used for estimating flood peak discharges (e.g. Macdonald, 2007).

Previous research has predominantly concentrated on detailed analyses of individual disastrous flooding events (e.g. Brázdil et al., 2010) or on compiling long time series of historical flooding over the past millennium (e.g. Macdonald and Black, 2010). A European overview of historic floods and flood-rich/poor decades is hampered by the diversity of flood generation processes, their spatial variability, and data limitations, but below a brief summary of recent work is given according to the three climatic regions in Europe used before.

(i) Western Europe and northern Europe: previous studies have identified some broadly coherent flood-rich phases in western Europe: 1840–1870 at the Loire at Orléans in France, and the mid-late 18th century and early 19th century at the River Seine at Paris were flood-rich periods (Brázdil et al., 2012). Increased flooding in the mid-late 18th century is also documented in the UK at the River Ouse in Northeast England (Macdonald and Black, 2010) and River Trent in Central England (Macdonald, 2013). Macdonald (2012) found a higher frequency of summer floods during 1700–1849 than in the period 1850–1999 for the Yorkshire Ouse, a pattern also recorded in Central Europe. Individual historical flood disasters analyses include the great floods of 1743, 1789 and 1860, and the landslide and flood disaster of 1345 in Norway (Roald, 2002, 2003; Benestad and Haugen, 2007; Rokoengen et al., 2001), and the great 1899 flood in Finland (Kuusisto, 2001). Flood data of
this kind have been used for risk analyses by Midttømme and Tingvold (2002) and Hisdal et al. (2006).

(ii) Central Europe and eastern Europe: at the River Rhine at Basel, the highest number of summer floods since 1268 occurred in the period 1651–1750, with no severe winter floods since the late 19th century (Wetter et al., 2011). A lack of extreme flood events was documented for 1877–1998 (Wetter et al., 2011), which is comparable to a similar period of few severe floods on the River Ouse at York in Western Europe (Macdonald and Black, 2010). Phases of maximum flood activity in Bohemian rivers (the Vltava, Ohře, Elbe) (Fig. 5) since 1501, are concentrated in the 19th century (particularly the second half and predominately from winter floods) and the latter part of the 16th century (summer floods) (Brázdil et al., 2005). Glaser et al. (2010) identified four periods of high flood frequency for 12 Central European rivers from 1501: 1540–1610, 1640–1700, 1730–1790 and 1790–1840, while Schmocker-Fackel and Naef (2010b) identified 1560–1590, 1740–1790, 1820–1940 for 14 Swiss catchments. Since 1970, the Swiss flood-rich periods have often been in phase with those in the Czech Republic, Italy and Spain. Medieval flood peaks in the Carpathian Basin are recorded in the 1330s–1350s (with the two most significant floods recorded in 1342 and 1343 (Kiss, 2009), the late 1390s–1430s and in the last decades of the 15th century (Kiss, 2011). Increased flood activity in the Eastern Alpine Region and the Carpathian Basin are documented in the 15th and 16th centuries, with notable flood phases in the 1400–1430s, 1470–1500s and mid-to-late 16th century (Rohr, 2007; Kiss, 2012a, 2013). Apart from the early 15th-century, important flood peaks were identified concerning the Danube in the Carpathian Basin at the end of the 15th-early 16th centuries, and in the second half of the 16th century (Kiss and Laszlovszky, 2013a, b). For the European parts of the Russian Plain and the Ukraine, historical floods are usually discussed together with other climatic phenomena (e.g. Borisenkov and Pasetsky, 1983, 1988, 2003; Borisenkov, 1995; Boychenko, 2003, 2010; Klimenko and Solomina, 2010) with a few papers focusing on floods alone (e.g. Bogdanov and Malova, 2012).

(iii) Mediterranean: the River Tagus (Iberian Peninsula) shows high frequencies of large floods in the years 1150–1290, 1590–1610, 1730–1760, 1780–1810, 1870–1900, 1930–1950 and 1960–1980 (Benito et al., 2003) while flooding at the Tiber (Italy) was particularly frequent in the 15th and 17th centuries (Camuffo et al., 2003). At the Ardeche River in France the two largest floods known since 1664 occurred in 1890 and 1827 (Naulet et al., 2005)
which were claimed to have been the largest floods at the millennial scale based on paleo-
flood analysis (Sheffer et al., 2003). At the River Gardon (France) frequent events occurred
during 1740–1750, 1765–1786, 1820–1846, 1860–1880 and 1890–1900 (Sheffer et al., 2008),
and at the Drac and Isère Rivers especially between 1740 and 1760 (Barriendos et al., 2003).
At the Llobregat River in north-eastern Spain increased flooding was recorded during 1740–
1800 and 1840–1870 (Barnolas and Llasat, 2007a). Llasat et al. (2005) found similarities in
flood oscillations between northern Italy and north-eastern Spain for the periods 1580–1620,
1760–1800 and 1830–1870.

2.3 Flood change detection – challenges and opportunities

The reviews of change detection methods (Sect. 2.1) and flood regime changes in Europe
(Sect. 2.2) have shown the potential of the methods and the data available to date. However,
there are still challenges associated with these methods but also opportunities for better
understanding flood regime changes.

2.3.1 Observation biases and data opportunities

Any change detection relies not only on robust methodologies of data analysis but also on the
available data base. Flood data from the instrumental period may not always be accurate,
particularly for large discharges due to issues with the rating curves and stream gauge failure.
Equally important, the time period for which the flood data are available may
disproportionately influence the outcome of the trend analysis and may lead to observation
biases. Hydrometric monitoring networks are often installed in response to recent floods or
recent droughts, which will then not appear in the observational data. In the UK and Ireland,
for example, the gauging network expanded from the 1970s onwards, a period with
particularly few floods which may lead to biases in the trend analyses (Hannaford and Marsh,
2008; Murphy et al., 2013; Prosdocimi et al., 2013). Due to changing societal priorities and/or
financial constraints, gauges sometimes have to be closed down (e.g. Fig. 6), which may
result in similar biases. Another example is Italy, where the number of stream gauges declined
sharply in the 1970s when the hydrological service was split into regional services. Diakakis
et al. (2012) illustrated this observation bias for the case of Greece and related an apparently
increasing number of floods over the last few decades to more detailed reporting on floods.
Changes in media coverage may also contribute to biases in the perceptions of flood
occurrence (Barnolas and Llasat, 2007b; Lara et al., 2010).
For historic flood data, observation bias may be even more important. Generally, the further one goes back in history the fewer documentary sources or measured data are available. Smaller floods can be overlooked since, usually, only floods that caused loss of life or material damage were considered important enough to be recorded. The observation bias is particularly challenging when historical records are used for flood frequency analysis. There are two principal approaches to compensate for missing data. The first is the selection of a timeframe over which the largest events are likely to have been recorded (Parent and Bernier, 2003; Macdonald et al., 2006, 2013). The second approach is to include only a fixed number of events above a perception threshold (Stedinger and Cohn, 1986; Viglione et al., 2013).

While it is usually difficult to estimate flood discharges from flood marks (water levels), particularly if the stream morphology has changed over time or buildings with epigraphic marks have been re-build, Viglione et al. (2013) noted that the number of floods exceeding a threshold is a more important piece of information in flood frequency analysis than the discharges themselves. It is also challenging to estimate the water levels themselves from documentary sources due to the descriptive character of historical flood reports, often related to the impact such events have had, which may have increased over time for the same flood discharge (Brázdil et al., 2005). It is therefore important to isolate, best as possible, impacts and the flood severity.

Given these potential observation biases, extending records by various methods can be very useful. Streamflow may be reconstructed by using historical information (e.g. Macdonald and Black, 2010), by infilling short broken flow records with the help of rainfall runoff models, when longer precipitation records are available (Murphy et al., 2013), and by using donor stations, where neighbouring stations are employed to develop regressions with target stations for infilling (Merz et al., 2008a, b; Harvey et al., 2012). Historic flood marks on houses and bridges can be used to compile quantitative flood chronologies and extend systematic records.

For example, water marks of the Elbe floods can be found on the castle rock in Děčín, and water marks of the Vltava floods in Prague are indicated by the Bearded Man (Bradáč) (Brázdil et al., 2005), which can be used to estimate peak discharges (Elleder et al., 2013). The combination of documentary and epigraphic information on floods with other proxy flood records, such as floodplain or lake sediments, offers the opportunity to corroborate the non-instrumental evidence against each other and to extend the flood series further in time (Werritty et al., 2006). Proxies such as weather classification schemes can be used to
reconstruct drivers of fluvial flood occurrence to assist in interpreting the flood records (e.g. Wilby and Quinn, 2013).

2.3.2 Observational window, flood trends and floor-rich/flood-poor periods

The previous sections have indicated that the currently prevailing paradigm of analysing systematic flood data is trend analysis. In contrast, historic flood data are typically screened for flood-rich and flood-poor periods. In fact, when performing trend analysis there is an implicit assumption that the change as indicated in Fig. 2 is covered fully by the observational period. In reality, very often, the flood regime fluctuates over decades and centuries as highlighted in the review of the historic flood data. If the time scale of variability is longer than the observation period, oscillations can look like a trend (Blöschl and Sivapalan, 1995; Koutsoyiannis and Montanari, 2007; Chen and Grasby, 2009). This point is illustrated in Fig. 7. If only the dark blue data is available (Fig. 7a) an increasing trend will be detected. If the data set is extended back in history (Fig. 7b) it becomes clear that the concept of a trend is not useful in this case. Instead, it is more appropriate to consider the existence of flood-rich and flood-poor periods.

The existence and identification of flood-rich and flood-poor periods also has implications with regard to the flood prediction and design values for flood protection works, as such estimates would then have to be considered as dependent on the reference period. It is therefore suggested that future flood change analyses of systematic data should actually focus on identifying flood-poor and flood-rich periods instead of only detecting whether trends exist. Trend analysis can be misleading as the results invariably depend on the observational window and homogeneity of the flood series.

This issue becomes particularly apparent when multiple windows of long-term flood records are analysed, as shown for two examples in Fig. 8. There is an overall tendency of decreasing flood trends for the River Vltava, some of which become statistically significant at the 5% level for periods ending after 1960. The annual maximum floods at Prague were particularly high in 1845, 1862, 1872 and 1890; afterwards there was a decrease in floods, particularly for winter floods (Brázdil et al., 2005). Low flood magnitudes are typical of the second half of the 20th century, which partly coincides with the construction of several reservoirs along the river upstream of Prague, the so-called “Vltava cascade”. The effect of the August 2002 flood, the biggest flood of the instrumental record, is also evident. In contrast, the Danube tends to show increasing trends, particularly if the most recent floods are included. It is important to
note that these analyses test the trends in the mean of the records; mean floods and extreme floods do not necessarily exhibit the same time patterns. Indeed, for the Danube the small and medium floods have increased for some of the periods due to increased precipitation and the loss of retention areas (Blöschl et al., 2013a, b), while there is no evidence of trend in the extreme floods (Blöschl and Montanari, 2010). This suggests that changes in extreme floods should be tested separately from changes of the mean. However, as pointed out by Frei and Schär (2001) the detection probability of extreme events is much lower than that of the mean. In addition, the greater the variability of a series compared to the change signal, the more difficult it is to detect a trend (Wilby, 2006). This means that small changes in the flood regime may be masked by the underlying generic variability.

2.3.3 The Hurst phenomenon and non-linearities

An interesting aspect concerning the temporal variability of floods is that they tend to cluster in time, which is a phenomenon that can be observed in most records around the world. This tendency of hydrological series to cluster was first recognised by Harold Edwin Hurst for the Nile River (Hurst et al., 1951). While the phenomenon of flood series to cluster into flood-rich and flood-poor periods is not fully understood, it is thought to be related to climate-ocean oscillations or persistent long-term memory of hydrological processes (Montanari et al., 1997; Markonis and Koutsoyiannis, 2012; Montanari, 2012). It implies significant uncertainty in the flood regime change detection because of the large variability of regime change at many time scales. There are several techniques for detecting the Hurst phenomenon in time series, ranging from heuristic techniques, maximum likelihood estimators and spectral methods (Montanari et al., 1999; Szolgayová et al., 2014). However, from flood data alone, it is difficult to attribute the Hurst phenomenon to either natural cycles or human induced changes. Additional information on the climate, e.g. the North Atlantic Oscillations (Walker and Bliss, 1932) and other controls may be needed. The identification of flood-rich and flood-poor periods should be preferred over trends, as they are consistent with the presence of the Hurst phenomenon.

Identification of flood-rich and flood-poor periods can be based on linear methods such as spectral decomposition. However if the controls are non-linear, linear analyses may lead to inconclusive results and the signal may be misinterpreted as noise. Instead, non-linear time series analysis tools (e.g. embedded phase-space reconstruction, Nicolis and Nicolis, 1984; Abarbanel, 1996) may provide signatures of the underlying dynamics that are more readily
interpretable. When the degree of non-linearity in the flood data and their drivers is not clear, information-theoretic diagnostic tools can be invoked to identify non-linearity and non-normality (Pires and Perdigão, 2012, 2013), and address the non-linear and non-normal response of regional scale flood regimes to synoptic scale climate patterns (Pires and Perdigão, 2007).

Equally important as the statistical methods are deterministic methods to explain the presence of flood-rich and flood-poor periods. One approach is to identify the features of the underlying system from the flood record, including structural stability, degree of complexity (i.e. number of drivers) and overall phase-space structure (possible states assumable by the system, e.g. flow characteristics and underlying mechanisms). The time series of a single variable contains implicit information from other variables, whose contribution can be retrieved by phase-space reconstruction (Nicolis and Nicolis, 1984; Abarbanel, 1996). Geometric properties of the phase-space may indicate the presence of regimes such as flood-rich and flood-poor periods. Identifying potential flood-rich and flood-poor stable regimes could then lead to a better understanding of why the system would be locked in such regimes for several years.

3 **Scenarios: predicting future changes in floods**

3.1 **Methods of scenario analysis**

Unlike the change detection based on systematic and historic flood data, the scenario approach links flood changes to their causal processes based on flood simulations. Usually, a statement is made about possible future flood changes and their reasons. Sometimes the approach is also used to understand past flood changes better. In most instances, two groups of cases are compared (i) the present, and (ii) possible futures. The differences between the two then sheds light on changes in the flood regime.

The modelling of the scenarios represents knowledge about the causative mechanisms of how hydraulic structures, land use and climate affect floods. Since rainfall and snowmelt are the main drivers of river floods, the simulations invariably involve hydrological models to translate the rainfall/snow melt input into catchment runoff and consequently flood changes. Sometimes runoff in upstream catchments is directly used as an input.

While the typical application of the scenario approach is to make statements about the future, the representations of the causative mechanisms should ideally be founded on hydrological
knowledge obtained in the past. This is because the modelling does not only involve balance
equations of mass, momentum and energy but also empirical formulations of the model
structure, model parameters, and boundary conditions. Knowledge of past flood change
mechanism is therefore essential for building realistic models and scenarios.

The term “scenario” is often used loosely in the environmental sciences. It is therefore useful
to recall the original concept of the scenario approach. Scenario analyses were adopted by the
corporate world from the late 1960s onwards (Van Der Heijden, 1996). The challenge was
that the predictions needed for planning were often highly uncertain. The idea of the scenario
approach was to separate what is predictable from what is not predictable. The scenarios,
representing different possible futures, would differ in terms of what is not predictable, but
the predictable aspects would be identical in all of them. The scenarios would then be used to
test policies and plans to assist robust decision-making. As Van Der Heijden (1996, 17–18
pp.) noted, “the first objective of scenario planning became the generation of projects and
decisions that are more robust under a variety of alternative futures […] Better thinking about
the future became the second objective of scenario planning.”

The present usage of the term “scenario” in hydrology and related disciplines is slightly
different and is often taken as a synonym for a forecast or a number of alternative forecasts
each of which includes (rather than excludes) the main uncertainties. Often the term
“projections” is used to highlight that a range of alternative futures is represented (Niehoff et
al., 2002), but it is not always clear what they actually entail. In the context of climate
sciences, the terms “prediction” and “projection” are explicitly distinguished, depending upon
whether an attempt is made to include predictions of internal variations (e.g. IPCC, 2013). It
is suggested here that there is a gradual transition between forecasts/predictions/projections
and scenarios (in the original sense), and between predictions/forecasts and projections (in the
sense of the IPCC), depending on where the main uncertainties are placed. If they are
captured within one scenario, it is appropriate to talk about forecasts (or predictions); if the
scenarios differ by the main uncertainties then it is appropriate to talk about a scenario
approach in the original sense. Overall, it would be useful to be more explicit about the nature
of the statements about the different futures, their predictable and unpredicatable aspects and
associated uncertainties that are made when using a scenario approach.
Below the main methods used for understanding the causative mechanisms of flood change effects in or near the stream (hydraulic structures and stream morphology), in the landscape (land use) and of atmospheric processes (climate change) are briefly reviewed.

### 3.1.1 Rivers: hydraulic structures and stream morphology

Changes of the flood regime resulting from stream bed and floodplain processes are mainly associated with river training works; the construction of hydraulic structures such as levees, polders or retention basins, and changes of the streambed or the floodplain morphology, resulting from aggradation – raising of the streambed by deposition of stream sediment, or degradation when sediment supply is less than the transport. In the scenario approach, usually, cases representing the present are compared with those representing the future. In some instances, it is also of interest to represent the situation in the past before some structures have been installed.

Given the focus on the river and the floodplain, the main component of the scenario simulations is a hydrodynamic model. These models are based on the equations representing conservation of mass and momentum in the fluid (the Navier–Stokes equations) which are solved numerically for pressure and flow velocity by finite difference, finite volume or finite element methods (see Krámer and Józsa, 2004 and Alcrudo, 2002 for overviews). To this end, the domain needs to be discretised in both space and time. To increase the numerical efficiency, the Navier–Stokes equations are usually integrated vertically to form the two-dimensional shallow water equations, in which case the hydrodynamic model represents a two-dimensional rather than a three-dimensional domain.

In setting up the hydrodynamic model, a number of issues need to be considered.

(i) **Numerics:** first, the numerical schemes need to be stable, accurate and conserve mass and momentum (e.g. Murillo et al., 2007). In the case of floodplain inundations, this is a non-trivial task to achieve since the wetting-drying transitions tend to cause numerical instabilities. A number of methods have been developed to provide stable solutions (e.g. Brufau et al., 2002; Zokagoa and Soulaïmani, 2010). It is important to test the model code against benchmark data sets such as analytical solutions in order to ensure the suitability of the code (e.g. Liang and Marche, 2009; Zokagoa and Soulaïmani, 2010).

(ii) **Geometry:** in a second step, the geometry of the terrain needs to be specified. This is usually done based on airborne LiDAR (light detecting and ranging) techniques that produce
a detailed digital terrain model. Additionally, any hydraulic structures and operation rules of hydraulic gates need to be included.

(iii) Parameters: the third step is to set the model parameters. The main parameters are the roughnesses of the streambed and the flood plain, which may vary in space and time. The hydraulic resistance of submerged vegetation may exhibit complex patterns which are not fully understood and represent an active area of research (Stephan and Gutknecht, 2002; Green, 2005; Nepf, 2012). In addition, the roughness of the streambed may change depending on the sediment size distribution (Fischer-Antze et al., 2008). Roughnesses are usually obtained by calibration, i.e. varying the roughness values until the hydrodynamic model reproduces the observed water levels and/or inundation areas of a particular river reach or floodplain (Grayson et al., 2002). Unfortunately, calibration is not always possible for the largest floods of interest, as observation are often missing for such events. In that case, roughness is usually estimated from smaller floods or similar floodplains, but this procedure involves uncertainties. Roughness can also be estimated by alternative methods, such as interpreting high-resolution LiDAR data (Hollaus et al., 2011; Vetter et al., 2011). However, some level of calibration may still be needed.

(iv) Behaviour of hydraulic structures: another issue that needs to be considered is the behaviour of levee failure. While, strictly speaking, soil mechanical models are appropriate for modelling the occurrence of levee failure, usually simplified probabilistic representations are more suitable to examine dam failures in the context of the flood regime (e.g. Apel et al., 2004, 2006). Additionally, operation rules of hydraulic structures need to be included, where appropriate, to represent the effect of their management strategies (e.g. Ahmad and Simonovic, 2000).

3.1.2 Catchments: land use and land cover

The effects of land use and land cover changes on runoff- and flood-generating processes can be presented in a scenario modelling approach similar to changes induced by hydraulic structures and stream morphology. The evolution of vegetation and soils is usually strongly interlinked through macropore formation, nutrient cycling and other processes (Markart et al., 2004), so changes in the land use or land cover may lead to changed infiltration characteristics, which may have significant effects on the flood regime.
Land use and land cover changes such as deforestation/afforestation or urbanisation are usually represented in the hydrological models through changes in the model parameters (Brath and Montanari, 2000). In fact, the essential step in scenario modelling is to choose appropriate model parameters for changed land use or land cover, in particular those controlling infiltration. Finding parameters for changed conditions is a very similar problem to finding parameters in ungauged basins (Blöschl et al., 2013c) where, similarly, model parameters need to be estimated without calibration to streamflow data. Depending on the model and data availability, various parameterisation strategies have been used. There are three generic options for obtaining the parameters:

(i) A priori estimates of the parameters from field observations: infiltration model parameters such as the saturated conductivity, porosity and soil water release characteristics can be estimated from plot scale infiltration experiments or from laboratory analyses. Alternatively, pedotransfer functions can be used to estimate such parameters from soil texture (Wösten et al., 2001) with the limitation that soil texture usually cannot fully represent land use/cover effects. This method is particularly amenable to process based hydrological models as the changes in land cover characteristic can directly be accounted for by changing the soil or vegetation parameters in the model lookup tables.

(ii) Paired catchment studies: an alternative are catchment scale experiments where runoff from two neighbouring catchments are monitored together, and at some stage the land use/cover is changed in one of the catchments. The differences in the flood characteristics then allow inferring the differences in the hydrological model parameters. This approach is appealing and useful as it captures catchment scale processes, but the relationships between land use and flood changes tend to be complex and are not always well defined (Bronstert et al., 2002; Robinson et al., 2003; Andréassian, 2004; Brown et al., 2005).

(iii) Trading space for time: the idea of this approach is to estimate infiltration parameters at different locations of the landscape of interest using distributed hydrological models. One then assumes that the spatial parameter differences for different land units would be directly applicable to temporal differences as a result of changed land use at the same location. A typical method is to define hydrological response units (HRUs) on the basis of land use and soil type and estimate the model parameters from stream flow and other hydrological characteristics (Blöschl et al., 2008; Hundecha et al., 2008; Samaniego et al., 2011; Arheimer et al., 2011). This method is particularly suitable for conceptual hydrological models (for a
summary see Blöschl et al., 2013c and Parajka et al., 2013). However, a drawback of the method is that one usually assumes that the spatial differences in soil parameters apply immediately to the location where land use has been changed, while soils may take decades to respond to land use changes (Runyan et al., 2012).

There is a wide range of hydrologic models available for simulating land use and land cover changes, however for a robust scenario modelling approach the model structure and parameterisation need to account for various factors and feedbacks associated with the change. Models need to be able to link land use/cover, soil characteristics and unsaturated zone dynamics that control infiltration process; account for temporal and spatial dynamics of rainfall-runoff process and consider initial conditions of the flood event, in particular antecedent soil moisture (Niehoff et al., 2002) in the case of event models.

Land use/cover scenarios may assess historical changes in the catchment. For example, by comparing flood responses in the Oder basin, associated with different land use scenarios, namely land use derived from historical maps from 1780 with that from 2001 (De Roo et al., 2003). They represented afforested areas by increased interception and urbanised areas by zero infiltration in the model. The scenarios can also relate to future, hypothetical changes. Niehoff et al. (2002) assigned hypothetical changed land use categories to each grid cell of a catchment model in a spatially explicit manner and analysed the effect of increasing urban extent on flood volume and peaks. In a similar manner, Salazar et al. (2012) assessed the effect of afforestation on the flood regime in three middle-sized catchments in Spain, Germany and Austria. A more process-based assessment of hypothetical land-use change effects is presented by Naef et al. (2002). By selecting the four main dominant runoff processes in a catchment, (i.e. infiltration excess and saturation excess overland flow, shallow lateral subsurface flow and deep percolation) they were able to separate different effects on floods in terms of the location and spatial extent of the dominant processes. They stressed that a reduction of storm runoff by changing land use/cover and management practices is only feasible for catchments where infiltration and matrix wetting can be enhanced through such measures. These examples illustrate that a robust interpretation of land-use scenario modelling requires simple but process based model structures that are able to account for the main features of soil-vegetation-atmosphere interactions.
3.1.3 Atmosphere: climate

The effects of changes in the climatic system on floods are commonly explored by climate change scenarios. They represent a cascade of atmospheric processes from the global scale (different greenhouse gas and aerosol emission scenarios to drive global climate models, GCMs), to the regional scale which are then used as input to hydrological models that simulate the flood regime. From a flood hydrology perspective, the essential steps in the procedure are (i) atmospheric modelling and downscaling from the global to the regional scales, (ii) correcting any biases of the outputs of the atmospheric model, and (iii) the hydrological modelling of the flood regime (Raff et al., 2009).

(i) Atmospheric modelling and downscaling: downscaling is used to bridge the gap between the grid scale of GCMs (~100 km) and the hydrological scale (Cohen et al., 1990). Dynamical downscaling approaches consist of nesting a regional climate model (RCM) into the GCM to represent more accurately surface topography and other land surface characteristics, and yield a better approximation of the atmospheric energy-cascade including the formation of precipitating systems, fronts and rainbands. An alternative are statistical downscaling techniques where relationships are established between one or more large-scale variables provided by the GCMs (predictors, such as pressure) and the observed local surface variable (predictands, such as precipitation) (Wilby et al., 1998; Giorgi and Mearns, 1999; Wood et al., 2004; Blöschl, 2005; Chen et al., 2011). In addition, combinations of the two approaches are possible.

For Europe, large sets of regional climate model simulations using a wide range of different GCMs and RCMs are available with horizontal resolutions of 50 km, 25 km and 12 km (Christensen and Christensen, 2007; Van der Linden and Mitchell, 2009; Jones et al., 2011). While they do not explicitly represent convective precipitation and associated feedback processes, which are important for the European summer weather, it is expected that within a decade new scenarios with explicit convection at horizontal resolutions of around 1 km will become available (Hohenegger et al., 2008, 2009).

(ii) Bias correction: correcting biases of the outputs of atmospheric models is important as the biases tend to be large and hydrological flood model output shows sensitivity to them. In applying bias correction methods, it is usually assumed that the model biases of the past climate will remain the same in the future (Teutschbein and Seibert, 2013) although it is, of course, not possible to check directly this assumption. Relationships between observed and
simulated precipitation (and other climate variables) are therefore estimated for the reference period in the past and applied to the future. The bias correction methods differ in how these relationships are defined:

- Local Intensity Scaling: a linear relationship between observed and simulated precipitation is defined for precipitation intensities larger than a threshold. The threshold is selected in a way to match observed and simulated wet day frequencies and the slope of the relationship is selected to match mean monthly precipitation (e.g. Schmidli et al., 2006).

- Non-linear correction: a power law relationship between observed and simulated precipitation is assumed and the parameters are estimated to match observed and simulated mean monthly precipitation as well as the coefficient of variation of daily precipitation (Teutschbein and Seibert, 2012).

- Distribution Mapping (also quantile-quantile mapping): this is a non-parametric method in which the distribution of the simulated precipitation is transformed to match the distribution of the observed precipitation (e.g. Yang et al., 2010).

Teutschbein and Seibert (2012) and Chen et al. (2013) noted that the selection of the bias correction method could have a major effect on the flood simulations. They recommend distribution mapping because of their ability to generate realistic statistical characteristics, particularly for extreme events. However, bias corrections are sensitive to the reference period, the sampling of the seasonal cycle (Bosshard et al., 2011), do not usually account for cross-correlation between temperature and precipitation and for changes in the temporal structure of precipitation (Dahné et al., 2013; Donnelly et al., 2013), which may be relevant for flood simulations.

(iii) Hydrological modelling: hydrological modelling generally assumes stationarity of the model parameters and the model structure. Merz et al. (2011) noted that this assumption might constitute an important oversimplification. They calibrated a conceptual rainfall runoff model to six consecutive 5-yr periods for numerous catchments in Austria and found significant temporal changes in the calibrated parameters representing snow and soil moisture processes, which led to biases in the high flows of more than 30%. They therefore recommended testing model stationarity based on the hydrological data of past decades.

In terms of the hydrological modelling setup, one can proceed along one of three avenues:
- Direct use of atmospheric model output: climate model output for past and future periods are directly fed into a hydrological model. In this approach, the use of downscaling and bias correction procedures is particularly important, as the raw model output, generally lacks the appropriate statistical characteristics. If the biases of the atmospheric model (in particular for precipitation extremes) are small, the first method (direct use of the atmospheric model output) is a prudent choice as it can account for changes in the temporal structure of precipitation. If the biases are large, the bias correction method may introduce artefacts into the analysis (Teutschbein and Seibert, 2012).

- Delta-change methodology: the climate change signal is extracted from a pair of control and scenario simulations. The hydrological scenarios are then obtained from two hydrological model simulations, one driven by observed data, the other driven by the same observed data with the climate change signal superimposed. This approach is straightforward and widely used, but it retains the variability of the observed climate time series used.

- Use of weather generators: instead of using only observed climate data, one can use output of weather generators (multivariate stochastic models) that have been calibrated to observed climate data and modified for the scenarios. The use of such approaches is widespread in single-station applications, but more difficult when both temporal and spatial consistency is required, as in many hydrological scenarios. They are particularly appealing for flood scenarios as they allow reliable representation of the higher order statistics of precipitation extremes (i.e. the shape of the extreme value distribution).

3.2 Flood change projections in Europe

This section reviews possible changes in future flood regimes supported by process understanding and existing causalities presented by models that can be related to Sect. 3.2.1 hydraulic structures and stream morphology, Sect. 3.2.2 land use and land cover, and Sect. 3.2.3 climate change. For Sect. 3.2.2 and 3.2.3 the findings have been organised by the hydro-climatic regions in Europe (shown in Fig. 3), as the changes are related to the spatial distribution of climate and landscape characteristics. For Sect. 3.2.1 this is not the case as the local conditions are much more important. The findings are therefore discussed by the type of river modification.
3.2.1 Rivers: hydraulic structures and stream morphology

Europeans have altered their rivers for hundreds of years (Gurnell and Petts, 2002). The main motivations have been to secure navigation, flood protection and, more recently, hydropower operation as well as environmental restoration. Below, past and anticipated effects of modifications of the river and the floodplain are discussed by river training, floodplain removal, retention basins and other changes. Figure 9 shows a schematic of the associated changes of the flood regime. As indicated in the Figure, the effects on the flood discharges, typically, depend on the magnitude of the floods.

(i) River training: river training involves straightening meandering or braided rivers. As the modifications relate to the channel itself, the effect on the flood magnitudes is largest as long as the floodwaters stay within the riverbed. This implies that the impact of river training activities on the flood peaks typically decreases with the magnitude (or return period) of the floods as indicated in Fig. 9a. Lammersen et al. (2002) and Bronstert et al. (2007) suggested that, for large rivers, river training measures (e.g. construction of weirs or flooding of polders) might affect floods at a similar level or larger than past changes in land use. Vorogushyn and Merz (2013) recently applied homogenisation relationships (based on flood routing models) to the discharge records of the Rhine River (Germany) and several tributaries for the period 1950–2009, to produce scenarios of homogenised series of annual maximum flows that could occur if the river training measures of the Rhine were not at place. Based on the comparison of original and reconstructed flood series, they showed that river training had caused a systematic superposition of flood waves of the Rhine and its tributary, the Neckar River, which had increased the annual maximum floods by about 10%.

(ii) Floodplain removal: floodplain removal by building levees will affect the flood regime once the floodwaters inundate the floodplains. Because of this, floodplain removal typically affects the flood peak volumess of intermediate floods (Fig. 9b). For very large return periods, when the levees are overtopped or breaches occur, the effect becomes relatively less important. The modelling study of Di Baldassarre et al. (2009) at the River Po (Italy) found that the increase in high water levels in the past decades was mainly due to the heightening of the levee system, as previously hypothesised by Marchi et al. (1996). For the Danube, Blöschl et al. (2013a, b) noted that during the September 1899 flood, approximately 1000 km² of floodplain along the Danube and tributaries were inundated, whereas only a few 100 km² of floodplain storage were available during the June 2013 flood, which had significant effects on
the flood peak discharges. Floodplain removal may also increase the celerity of the flood waves as shown for the Danube by Mitková (2002) and Blöschl et al. (2013a, b) and for the lower Morava by Szolgay et al. (2008). Current river restoration efforts aim to remove or push back levees in order to offer more space for natural river dynamics and thus reduce flood peaks. Hooijer et al. (2004) and Bronstert et al. (2007) concluded that upstream water retention measures in the Rhine basin could significantly reduce the frequency of small and intermediate floods in small basins, and contribute to the reduction of medium floods in large basins. However, no significant effects were noted for extreme floods in large basins and downstream areas. In these restoration measures, riparian vegetation can be planted to increase roughness. These increases in the roughness may increase the local water levels, but their downstream effects tend to be very small, as the main control on flood peak attenuation is the volume of water stored on the floodplain at the time of the peak, relative to the flood wave volume (Valentová et al., 2010).

(iii) Retention basins: retention basins tend to have a similar effect as restoring retention volume in the floodplains (Fig. 9c). Their effect is largest for medium sized floods for which the retention basins have been designed. The effectiveness is usually calculated as part of the planning process of the retention basin. Important for their effectiveness is the timing when they are filled as illustrated by the comparative study of Salazar et al. (2012) in three middle-size catchments in Spain, Germany and Austria. If the retention basins are filled too early, at the beginning of the event, their effectiveness may significantly diminish. This is also the reason why unregulated micro-ponds located in the landscape are much less effective than regulated reservoirs along the stream (Salazar et al., 2012, also see Arheimer and Wittgren, 2002).

(iv) Other changes to the river and the floodplain system: for future flood changes, the effects of the rising numbers of reservoirs or dams built for hydroelectric power production are also important, particularly the effect of trapping of sediment in reservoirs (Vörösmarty et al., 2003; Nilsson et al., 2005; Syvitski et al., 2005). Sediment starved rivers, which are often found below reservoirs, tend to degrade and narrow, while excessive sediment load leads to river bed aggradation, with adverse effects on the flood conveyance capacity. The feedbacks between floods and sediment transport and timescales of channel adjustment are complex but can be understood from an integrative catchment perspective, which includes the estimation...
of catchment sediment production, storage and transfer, as well as anthropogenic effects on these processes (e.g. Molnar et al., 2002; Syvitski, 2003).

The effects of hydraulic structures and stream morphology are quite well understood at the reach scale, and hydrodynamic models are used widely to predict the effects on flood magnitudes. At the scale of large river basins, the processes may combine in a non-linear way, so assessing the effects is more complicated. Yet, with the implementation of the European Flood Directive (EU, 2007) it is becoming increasingly more important to account for the combined effects of all alterations within a river basin.

3.2.2 Catchments: land use and land cover

Europeans have also altered their landscapes for many centuries. The main motivations have been to produce arable land and, more recently, urbanisation. A number of recent scenario studies have examined the potential of future land use/cover changes (mostly afforestation) for mitigating floods as well as the effects of future urbanisation on floods. The studies provided below are summarised according to the hydro-climatic regions defined in Fig. 3.

(i) Western Europe and northern Europe: in the UK, a number of recent studies have examined the effect of de-intensification of farming and the provision of storage through reactivation of floodplains or construction of on-farm storage ponds on flooding (Hulse et al., 2009; Wheater and Evans, 2009; Foresight Land Use Futures Project, 2010; Wilkinson et al., 2010; Jackson et al., 2013). At the field scale, O’Connell et al. (2004) and Jackson et al. (2008) project potentially large changes in flood volumes and peaks associated with de-stocking, tree planting and drainage management. However, the simulated effects were highly variable depending on when and where the change is implemented (McIntyre et al., 2013). In some specific examples, even the directions of drainage and the location of tree planting within the field may make a substantial difference to the change in floods (Jackson et al., 2008). In the small catchments examined (up to 10 km²), afforestation may lead to a reduction of about 10% of median flood discharges (Bulygina et al., 2009, 2011). At larger catchment scales (> 10 km²), the effects of land use changes on floods are generally small and highly variable (McIntyre et al., 2012). When clear-cutting two forested catchments in the order of one km² in Sweden by 70 and 100%, Brandt et al. (1988) observed runoff increases of 200 mm/yr. These findings were used for model parameterisation in scenario analyses at larger scales, showing that 10% clear-cutting increased the flow peaks by 5–10%. Summer and
autumn floods were increased while snowmelt peaks could be either higher or lower, depending on clear-cut allocation in the catchment. Similarly, the effects of afforestation on floods can be dynamic, for example depending on tree maturity and forestry management practices (Robinson, 1998).

(ii) Central Europe and eastern Europe: Salazar et al. (2012) assessed the effectiveness of afforestation in flood peak reduction for three medium-sized catchments in Germany, Austria and Spain using scenario simulations. For the smallest floods, they simulated a 30% reduction, but the effect decreased with increasing flood magnitudes to a few percent. They also found that the land use change effect on floods was larger for dry antecedent soil moisture than for wet conditions. Solín et al. (2011) correlated observed flood frequencies in small catchments in Slovakia for the period 1996–2006 with the associated land use changes. While significant land use changes occurred, these were not significantly correlated with flood changes. Long-term experimental forest research in the Czech Republic also showed that deforestation may be a less important control of flooding than climate, and the practical management of clearing forests (such as road and ditch construction) may play a larger role in changing floods (Bíba et al., 2006; Solín et al., 2011).

(iii) Mediterranean: a model linking land use in the Mediterranean region with climatic perturbances at the European scale has been developed and tested (Millán et al., 2005). They point out that surface drying due to land use changes such as deforestation results in a local-to-regional vertical recirculation over the Mediterranean Sea. This leads to a decreasing trend and local loss of summer storms and summer floods but also results in more frequent flash floods in autumn in the Western Mediterranean. Additionally, the model showed that accumulated water vapour over the sea participates in major precipitation events, and flooding episodes in other parts of Europe. The comparison of two land use maps of the Mella River basin in northern Italy by Ranzi et al. (2002), showed an increase in the forested areas in the upper part of the basin and in the urban development in the valley, resulting in a decrease of the cultivated areas during 1954–1994. The surface runoff, derived from a distributed hydrological model, changed insignificantly at the catchment scale, but with slightly reduced flood peaks and volumes under current land use conditions, due to the increased water storage in forested areas, which offset the expansion of urban areas. From their scenario analysis, Brath et al. (2006) conclude that the effects of land use change on the Bologna district, in
Northern Italy (1955 and 1992) are not significant for the natural river network, while they are significant for the artificial drainage networks with locally modified river geometry.

### 3.2.3 Atmosphere: climate

Changes in each of the climatic variables can affect floods in various ways, together with soil moisture and snow storage. Generally, a warmer atmosphere can hold more water vapour (Huntington, 2006), which may increase heavy precipitation and therefore floods. Similar to floods, rainfall extremes tend to exhibit temporal clustering at multi-decadal time scales. For example, Willems (2013) found that, in Brussels, extreme rainfall intensities were particularly high during the 1960s and the 1990s–2000s for time scales from 10 min to 1 month. Warmer air temperatures will also lead to earlier snowmelt and shifts in the role of snow melt and rain-on snow floods, particularly for high altitude catchments (Bosshard et al., 2014).

Regional climate model simulations suggest that for the period 2070–2099, as compared to 1970–1999, mean precipitation and wet-day frequency will increase in northern Europe, and decrease in southern Europe (Rajczak et al., 2013). These patterns can be found in all seasons, but are shifted further north in winter, and further south in summer. Projected changes in extreme precipitation exhibit a similar pattern, but increases in heavy events reach further south. For instance, during spring and autumn, much of the Mediterranean is projected to experience decreases in mean precipitation but increases in extreme events. Additionally, regional warming can lead to patchier and more convective precipitation. Seneviratne et al. (2012) suggest that there is a strong regional dependency of the projected changes and larger uncertainties in the South than in the North of Europe.

Overall, most of the published work relates changes in climate to mean annual or seasonal runoff, whereas impact studies on high flows and flood are less frequent. Figure 10 provides an example of one of the possible change projections for Europe, but other studies are not necessarily consistent with these projections. The regional projections provided below are summarised according to the hydro-climatic regions shown in Fig. 2.

(i) **Western Europe and northern Europe:** for Atlantic western Europe, Lehner et al. (2006) and Rojas et al. (2011) project that today’s 100-yr floods will become more frequent by 2070s, but with regional differences in the change, but for Atlantic France decreasing (Lehner et al., 2006; Dumas et al., 2013) and increasing (Rojas et al., 2011) frequencies are projected. The general tendency for the 100-yr flood to become more frequent in Western Europe has
also been suggested by Hirabayashi et al. (2008) and Dankers and Feyen (2009). In Portugal, the flood magnitude and frequency are projected to increase by the end of the century (Santos et al., 2002). In Northern France, no significant change in the 100-yr floods are projected for the 21st century (Ducharne et al., 2011). Whereas at a national level, results suggest an unclear evolutions of flood characteristics (including magnitude and duration) in France (Chauveau et al., 2013). Flood frequency was projected to increase in Belgium for catchments with dominating surface flow (Gellens and Roulin, 1998). For the British Isles, floods are generally projected to increase. Winter floods with high return periods in Ireland are projected to occur more often in fast responding catchments during the period 2021–2060, whereas catchments with dampened hydrographs show a mixture of greater or smaller return periods (Steele-Dunne et al., 2008). Kay and Jones (2012) suggest significantly increasing flood discharges in most parts of the UK while Scotland showed decreasing tendencies. Lehner et al. (2006) and Rojas et al. (2011) anticipate increasing floods in northern and north-eastern Europe, Arheimer et al. (2012) project very little change overall in water discharge for the region, while Dankers and Feyen (2009) and Hirabayashi et al. (2008) project lower return periods. In south-eastern Norway, the annual mean flood is projected to decrease by about 5% due to lower snow accumulation in winter (Erichsen and Sælthun, 1995). If no seasonal change occurs (i.e. no shift from spring flood to an autumn flood regime), there is no projected increase in the return period of extreme floods. For Sweden, overall, a decreasing trend in spring flood peaks has been projected (Andréasson et al., 2004) together with an increase in rain-fed autumn/winter floods (Arheimer and Lindström, 2013). Similar findings are obtained for the 100-yr floods where median projections showed no changes in the northern part of Sweden, but downwards trends in the centre, mainly resulting from decreasing snowmelt floods in spring, while rain-fed floods in the south showed the opposite tendency. However, the spread in the ensemble of flood projections (25–75 percentiles) ranged between +/-50% (Bergström et al., 2012). The 100-yr floods in the snowmelt dominated regions in Finland are projected to decrease or remain unchanged (Veijalainen et al., 2010); in Denmark, they are projected to increase modestly (Thodsen, 2007).

(ii) Central Europe and eastern Europe: in central Europe mixed changes in flood regimes and return periods have been projected depending on the river and river reach (Dankers and Feyen, 2009; Rojas et al., 2012). For the Meuse River (France, Belgium and the Netherlands), decreasing 100-yr floods are projected (Leander et al., 2008). In Germany, the changes depend on the seasonal climate. Overall, the Q5 flows in north-western Germany (winter
floods) may increase due to increasing precipitation in winter, while in the snow
dominated rivers of the south with summer floods the pattern is more complex (Bosshard et
al., 2013; Huang et al., 2013). For the Alpine region, projected changes are also complex.
Kundzewicz et al. (2010) reviewed two studies, with one showing decreasing return periods
of the 100-yr flood and the other showing a mixed change (decreasing and increasing),
whereas an increase has been projected by Rojas et al., (2011). If-then scenarios in Austria
analysed different flood change mechanisms, suggesting higher flood discharges in the
northeast and small changes in the rest of the country (Blöschl et al., 2011). The mean annual
floods in Switzerland are projected to increase in most parts of the country for the periods
2025–2046 and 2074–2095 with a stronger change signal in the latter period, but to decrease
in the southern alpine catchments (Köplin et al., 2014). An intercomparison of results for the
Alpine Rhine – using different climate models, downscaling procedures, and hydrological
models – has shown that all these factors significantly contribute to the total uncertainty
(Bosshard et al., 2014).

A mixed pattern of increasing and decreasing flood frequencies across Eastern Europe is
projected depending on the river system analysed. For the eastern reaches of the Danube
River a strong increase in the 100-yr flood has been projected (Dankers and Feyen, 2009;
Rojas et al., 2012), but a decrease in the Baltic region (Dankers and Feyen, 2009; Rojas et al.,

(iii) Mediterranean: in the Mediterranean, the 100-yr flood is projected to mainly increase
(Rojas et al., 2012), particularly in the eastern Mediterranean, with a less clear signal in the
Mediterranean (Rojas et al., 2011). For Mediterranean France, Dumas et al. (2013) projected
increased 100-yr floods, particularly for the lower Rhone basin, similarly for the eastern
reaches of the Po River (Dankers and Feyen, 2009; Rojas et al., 2012). For the Upper Soča
River in Slovenia, increasing high flow magnitudes have been projected as well (Janža, 2011).

Overall, the patterns of the flood change projections over Europe are not very clear. There
may be important local effects that are masked at the European scale. In addition, there are
differences in the methods and assumptions. A more coherent analysis would be desirable.
3.3 Flood change projections in Europe – challenges and opportunities

Similar to the change detection methods in Sect. 2.3, there are challenges and opportunities for the scenario approach. They have been organised into Sect. 3.3.1 hydrological model uncertainty, Sect. 3.3.2 ensemble spread and Sect. 3.3.3 feedbacks.

3.3.1 Hydrological modelling uncertainty

An important feature of flood projections from the scenario approach is that they cannot be validated against observed data because of the long lead times of decades. This is different from short-term forecasting where today’s flood forecasts can be checked on the following day (Nester et al., 2012a, b). The uncertainties involved in the scenario approach, therefore, need to be carefully assessed.

One of the main assumptions in the scenario modelling is that the model structure and the model parameters equally apply to the present and the future conditions (Klöcking and Haberlandt, 2002; Merz and Blöschl, 2009; Blöschl and Montanari, 2010). This may not always be a good assumption and may be difficult to check due to issues with controlled experiments, short record lengths, the high natural variability and scale problems (DeFries and Eshleman, 2004; Blöschl and Sivapalan, 1995). Consequently, relationships between model parameters and relevant land use characteristics may not be identifiable except in small experimental catchments (Kostka and Holko, 2006; O’Connell et al., 2007; McIntyre and Marshall, 2010; Ewen et al., 2013; McIntyre et al., 2013; Pattison and Lane 2012). Similar concerns apply to changed climate conditions as hypotheses need to be introduced how the hydrological system will respond to changes (e.g. Hundecha and Bárdossy, 2004; Bulygina et al., 2009; Brigode et al., 2013). Merz et al. (2011) note that very substantial biases might be introduced into the model parameters when calibrating them against trending hydrological records in a changing climate. Also, rainfall input and its correspondence with other variables (such as air temperature and vegetation dynamics) may be uncertain, particularly when moving to extremes (Seneviratne et al., 2012).

These uncertainties can be explicitly considered in various ways in the scenario approach. One option is to propagate the uncertainty of the inputs through the model combining it with the uncertainty in the model parameters and the model structure (Montanari et al., 2009). Montanari and Koutsoyiannis (2012) propose an operator-based framework for estimating the associated distributions based on data and expert judgement. While the approach is appealing,
as the probabilities are made transparent, assumptions need to be made how to estimate and combine them. An alternative to the uncertainty propagation method is to analyse spatial gradients as widely done in ecology (e.g. Ter Braak and Prentice, 1988) and increasingly in hydrology (Wagener et al., 2010; Peel and Blöschl, 2011). The idea of this approach is that, under changed land use or climate conditions, hydrological processes in a catchment may become similar to those experienced in other catchments under current land use or climate conditions. However, as Peel and Blöschl (2011) note, using spatial gradients has limitations, as other relevant catchment characteristics may not be similar.

While there is no one-fits-all approach to accounting for uncertainties, it is very important to estimate and communicate the uncertainties involved in the scenario approach. In particular, the “signal to noise ratio” is an important characteristic that is useful to communicate, to ascertain whether the simulated impact is significantly larger than the uncertainties of the model. Also, in the spirit of the original idea of the scenario approach (as opposed to forecasts) (Van Der Heijden, 1996), it would be useful to frame the problems in such a way that the scenarios differ by the main uncertainties rather than trying to accommodate all the uncertainties into a single scenario, as they then become de facto forecast.

### 3.3.2 Ensemble spread in climate variables

Climate models involve a range of uncertainties (e.g. Viner, 2003; Stainforth et al., 2007; Hawkins and Sutton, 2009) and large biases can be found for some RCM-GCM, so caution needs to be exercised when downscaling and applying projections (Turco et al., 2013). Among others, the uncertainties stem from: (1) limited predictability of internal variations: The climate system is highly nonlinear with interactions over a wide range of temporal and spatial scales, which render some of the internal variations intrinsically difficult to predict (e.g. Palmer, 2000; Nicolis et al., 2009). (2) model imperfections: due to incomplete knowledge of the underlying dynamics, insufficient computational resolution and imperfect model parameterisation schemes that leave out important sub-grid processes (e.g. Murphy et al., 2007) climate models tend to show substantial errors (in terms of means and variations) in particular at small space-time scales. (3) Scenario uncertainties: scenarios of greenhouse gas and aerosol emissions make implicit assumptions about demographic and societal developments, which may limit the accuracy of projections (see Sect. 3.1). (4) Role of extremes: as extremes are per definition rare, it is difficult to validate them in the models, and implies sampling uncertainties when estimating trends or changes from model output. Yet,
understanding all of these uncertainties is essential for assessing flood regime projections in a realistic way.

To account for these uncertainties and biases, the likelihood of a model run is normally assessed from the difference between simulations and observed data. However, in the case of climate projections, there are no future observations available; therefore differences between many simulations of different GCMs (ensembles) are generally used to obtain an uncertainty measure (Blöschl and Montanari, 2010; Bosshard et al., 2013). Such an approach only accounts for a limited range of possible futures, which may underestimate the real spread or uncertainty of the projections. For a complete uncertainty estimation, all possible futures, including those outside the space covered by the GCMs, should be accounted for. As Taleb (2007, p. 51) noted, it is important not to confound “no evidence of possibility” with “evidence of no possibility”.

Bayesian methodologies represent one option for framing the uncertainty of climate scenarios. The Bayesian assessment can be conducted directly on the climate variables (e.g. Fischer et al., 2012) or at the end of the uncertainty chain on the floods themselves. Another option, already used in weather forecasting, consists of dynamically pre-processing the ensemble of initial conditions with data assimilation schemes (e.g., Pires et al., 1996; Rawlins et al., 2007). The purpose of the procedure is to obtain a new distribution of inputs that, once fed into the dynamical model in forecast mode, can maximise the spread of the output.

Yet another approach is a group of concepts referred to as the “scenario-neutral” framework (Prudhomme et al., 2010), the vulnerability approach or the bottom-up approach (Wilby and Dessai, 2010; Blöschl et al., 2013d). The scenario-neutral framework involves sampling changes in future climate variables that include but are not limited to the range of GCM projections. The idea is to broaden the spectrum of possible futures and identify sensitivity thresholds in the catchment response to changed climate inputs. In a similar fashion, the vulnerability and bottom-up approaches start at the local scale of households and communities to explore what conditions enable successful coping with floods (Wilby and Dessai, 2010). The focus is on the vulnerability and resilience of the risk-related system itself rather than on climate projections (Hall and Murphy, 2011; van Pelt and Swart, 2011) with the aim to develop robust and flexible strategies for dealing with changing floods.
3.3.3 Feedbacks

Catchments tend to respond to changes in land use and climate in a non-linear way involving a multitude of interlinked processes. Feedback processes involved in the co-evolution of soils, vegetation, climate and landscapes may result in complex patterns of flood response (Gaál et al., 2012). Heavier rainfall may increase erosion over the hill slopes, which in turn may cause landslides and enhanced flooding. Vegetation may respond to changes in precipitation and air temperature over months or years by changed rooting depths and stomata conductance while over longer time scales, genetic adaptation, and migration of species may occur. Changing the vegetation type (e.g. by deforestation) may invoke a complex causal chain of process changes and bistable dynamic behaviour (Runyan et al., 2012) affecting flooding via interception, evapotranspiration and infiltration changes. Feedbacks between soil moisture and precipitation occur from local to global scales and may have very significant effects on the magnitude of precipitation (Hohenegger et al., 2009; Van der Ent and Savenije, 2011). Similarly, feedbacks exist between human actions and floods, such as the levee effect where people tend to move into the flood risk area when levees are built as they feel protected (White, 1945; Di Baldassarre et al., 2013a).

One way of shedding light on the feedbacks is the use of comparative studies (Falkenmark and Chapman, 1989; Blöschl et al., 2013d). The idea is to learn from the similarities and differences between different catchments. Gaál et al. (2012), for example, explored the role of landscape co-evolution processes in flood event response by contrasting catchments with different climates and landforms. The comparative approach can be combined with traditional scenarios to help find general patterns in spite of the particularities of individual catchments.

As concluded by Robinson et al. (2003) a relative consistency of results between regions gives confidence in the generality of the findings.

If the feedbacks can be specified it is possible to model them with complex process models of the system. An example is modelling the response of natural vegetation to changed climatic conditions (e.g. Bonan et al., 2003; Gerten et al., 2004; Gray and Hamann, 2012; Hanewinkel et al., 2012), although the models are sometimes not fully coupled. Another example are land surface-atmosphere feedbacks of precipitation that are relevant to flooding (Hohenegger et al., 2009), as floods are driven by both event precipitation and antecedent soil moisture, so feedbacks will have a major effect on flood magnitudes. Afforestation can also not only change the runoff properties of the catchment, but also the stream morphology. Reduction of
sediment erosion at the scale of the basin does influence the bedload sediment within the rivers (Kondolf et al., 2002; Piégay et al., 2004). At the opposite, the increasing of temperature is expected to induce a general melting of glaciers. That will increase the extent of mountainous areas with a large amount of available sediment for bank erosion.

An alternative consists of low-dimensionality models where the focus is on the main features of the coupled dynamics rather than on the process details. For the cases of water-plant feedbacks, these models are playing an important role in eco-hydrology (e.g. Eagleson, 1982); for the case of water-people feedbacks, these models are playing an important role in socio-hydrology (e.g. Sivapalan et al., 2012; Montanari et al., 2013). For example, Di Baldassarre et al. (2013b) developed four coupled non-linear differential equations to represent the evolution of a settlement in a floodplain with the options of building flood protection measures and/or moving away from the stream. The model was able to simulate observed macro-scale interaction patterns, such as the levee effect. The model was also used to show that the development of the community in the floodplain might be dependent on the sequence of the flood occurrence rather than on the probabilities of the flood magnitudes alone (Viglione et al., 2014) and that bistable dynamic behaviour may occur for some parameter combinations. While these models are investigative rather than predictive, they are an appealing opportunity for better exploring the flood evolution patterns resulting from the coupled process dynamics in order to complement existing scenario runs and case studies of past flood changes.

4 Towards better understanding flood changes

4.1 A synthesis of approaches

Sections 2 and 3 have reviewed change detection and scenario approaches to analysing flood regime changes, respectively. Each of the approaches has strengths and limitations. Change detection methods are strongly data based, and therefore represent real variability to a large degree, but they do not necessarily easily infer the causality of flood changes. Conversely, scenario methods are strongly model based, so causality is included, but sometimes it is not clear how well reality is actually represented. The two methods are complementary, so there may be value in combining their respective strengths. On one hand, there is scope for learning about flood change causality in the context of change detection methods. On the other hand, there is scope for improving the realism of scenarios to better match real flood regime
dynamics. These opportunities are schematically visualised in Fig. 11 and each of them are discussed below.

**4.1.1 Going beyond trend analysis of floods**

The traditional change detection methods give some insight into flood regime changes but the results strongly depend on the observational window and the assumption about the nature of the change (e.g. monotonic trends, step changes). It is therefore important to go beyond the traditional trend detection and analyse other forms of change such as fluctuations and other nonlinear variations in hydrological series. Recently, new methods have been developed that are better suited for detecting non-linearities in time series. For example, the information-theoretical measures of Pires and Perdigão (2007) and Brunsell (2010) can be used to identify spatio-temporal patterns, and the empirical mode decomposition and maximum entropy spectral methods of Sang et al. (2012) can be used to identify complex periodicity in the time series. These methods may also give additional impetus for identifying flood-rich and flood-poor periods in the records rather than trend methods alone.

As long duration records offer better insights into non-linearities and fluctuations compared to short records, there is potential in combining systematic flood records with historic flood data from a diverse set of sources. To obtain a truly continental-scale overview, systematic research in multiple catchments is required where good documentary sources are available (to create long flood time series) coupled with the broad co-operation of researchers from various countries. The ability to reconstruct peak discharges for past floods, based on epigraphic and other documentary sources, represents an important development in incorporating historical information into flood change analyses (e.g. Herget and Meurs, 2010; Elleder et al., 2013).

**4.1.2 Attributing causes to observed flood changes**

The detection of changes in flood time series is a good starting point, but for predicting future changes in the flood regimes, it is even more important to understand the underlying mechanisms. For this purpose, the synergies with the model based (scenario) approach should be exploited more thoroughly. A number of options exist, for example, Renard et al. (2008) detected flood changes over distinct time periods in northeast France using the method of Andréassian et al. (2003). They calibrated a hydrological model to separate periods and then tested each period for trends. This approach allowed them to attribute the flood peak to an increasing number of rainy days in most of the investigated catchments. However, the
possibility of multiple interacting drivers of change further complicates the attribution process (Harrigan et al., 2013). Merz et al. (2012) therefore suggested approaching the attribution problem systematically by postulating a hypothesis and successively testing it against observed data and/or simulation results. They propose tests at three stages: (1) evidence of consistency: show that the changes in flooding detected in the data is consistent with the hypothesised drivers. (2) Evidence of inconsistency: show that the observed flood changes are inconsistent with alternative drivers. (3) Confidence level: provide a statement on the confidence of the attribution hypothesis. The proof of inconsistency with alternative drivers is probably the most difficult part of the test, which is further complicated by the need for detailed meta-data information. More research following this framework would be useful in advancing the understanding of the drivers in flood regime changes.

4.1.3 Validating scenarios against observed flood regime dynamics

A synthesis of approaches may also help strengthening the model based (scenario) approach by drawing upon what can be learned from past changes in the flood regime. Traditionally, knowledge about the past enters into the model chain in implicit ways through calibration against observed data. Flood scenarios can be used to enhance process understanding by analysing the variability ranges of past extreme flood events (Helms et al., 2012). The flood regime history over long time periods can be used more explicitly to test models, which will increase their ability to attribute observed changes and predict future changes. For example, Hundecha and Merz (2012) calibrated a weather generator and a hydrological model for eight catchments and tested the outcomes of the model chain against observed floods in a more comprehensive way than is usually done in the scenario approach. They generated different scenarios of past climates to assess systematically the relative importance of different climate variables in explaining the detected flood changes. This approach tests the hypothesis that observed flood changes are climate driven (proof of consistency). Other opportunities for exploiting the synergies of the two types of methods include the use of macro-scale information, such as the observed seasonality of floods, to strengthen modelling approaches and to improve flood regime predictions.

4.1.4 Low-dimensionality change models for flood changes

An alternative to the traditional scenario approach is to link the attribution of past changes and future projections directly through causalities. Delgado et al. (2010, 2012, 2013) explore
this avenue for the Lower Mekong River. They found that average floods have slightly
decreased during the last few decades, but that the variability of the annual maximum floods
has increased significantly. Using wind velocities as proxies for monsoon activity, they
identified the variance of the western North-Pacific monsoon intensity as a main driver of
changes in flood variance, which they used to model non-stationary flood probabilities as a
function of monsoon intensity. This approach opens the possibility to estimate future flood
regime changes directly from GCMs, which is appealing as monsoon intensity is based on
average wind velocities over large areas, which are reasonably well simulated by GCMs,
bypassing the use of precipitation usually poorly simulated by climate models. A similar idea
of combining attribution and projection was proposed by Kwon et al. (2008) who used a
Bayesian hierarchical model to estimate flood probabilities in Montana from sea surface
temperature indices, snowpack depth and GCM season-ahead forecasts of precipitation. The
approaches presented above offer the possibility for establishing direct causality links for
observed and projected European flood changes. Low dimensionality models have also the
potential of representing feedbacks of driver-impact linkages in the spirit of socio-hydrology
models (e.g. Di Baldassarre et al., 2013b) and are appealing to complement the traditional
scenario approach.

4.2 A call for joint flood change research at the European scale

4.2.1 Need for a European wide effort

In order to understand better flood regime changes in Europe, a regional perspective of floods
and their drivers is needed. A European collaborative effort may target both the regional
differences in flood drivers across Europe and the patterns of change that span across national
boundaries as shown above. Pan-European collaboration brings benefits for both broader
scientific assessments and efficiency gains by targeted exchange of methods and results.
Identifying hydrological patterns beyond the catchment or national scales will help with
attributing changes in hydrological regimes influenced by large-scale processes such as
climate change (Whitfield et al., 2012). By comparing and contrasting observed and projected
flood regime changes in a comparative way across European sub-regions, new insights in
deciphering flood generating processes, controls and changes can be gained. Also, as the
European Flood Directive (EU, 2007) is putting more emphasis on harmonising flood risk
management measures across river basins (Quevauviller et al., 2011, 2012), a European wide research effort is becoming increasingly important.

Another important role of European wide efforts is to share data relevant to understanding flood regime changes across Europe. There are a number of European projects that have compiled and made available flood data across Europe such as the HYDRATE (Hydrometeorological Data Resources and Technology for Effective Flash Flood Forecasting) project (Gaume et al., 2009; Borga et al., 2011) and the COST Action on European procedures for flood frequency estimation (Kjeldsen, 2011; Salinas et al., 2013). However, a number of barriers may hinder collaboration at a European scale. The survey of Viglione et al. (2010b) conducted in 32 European countries suggests that these barriers may include restrictions imposed by hydrometric authorities, legal constraints and economic reasons due to the costs of the data, conflicting interests between data providers and data end-users, and the awareness of data misuse. Understanding such barriers is a first step towards enhancing the data exchange. The INSPIRE Directive on free exchange of environmental spatial information will likely contribute to a more coherent access to European data relevant to flood changes. Nevertheless, more informal collaboration across Europe is needed.

4.2.2 Building blocks of a European flood change research network

To foster a joint European effort on flood research, a platform is needed that facilitates collaboration across trans-boundary catchments and national boundaries. An informal and open “Flood Research Consortium” has been proposed recently to extend the COST initiative on flood frequency estimation, within the ERC Advanced grant “FloodChange – Deciphering river flood change”. The purpose of the consortium is to foster joint cross-border research on understanding flood processes and associated changes at the European scale. It is suggested that a number of building blocks are needed for such a consortium to work in a sustainable way:

(i) **Common framework:** one of the essential features of merging information and research across countries is a common scientific framework. There should be a common understanding of what research questions to address, even though a diversity of approaches may exist, which in fact, may enable obtaining more robust research results.

(ii) **Common protocol:** a common protocol on how to proceed in hypothesis testing (Laio et al., 2009) would enhance the coherence of the research of the consortium. Equally important
is a common protocol on presenting and sharing data (Hannah et al., 2011) and on reporting
scientific results in the hydrological literature (Parajka et al., 2013).

(iii) Common commitment: a common commitment across such a consortium is needed to
ensure coherent research approaches, data quality, and sufficient access to metadata, with
every member willing to participate. This is why regional and national research by individuals
and their local knowledge will still play an important role, however, by collaborative research
a broader picture of flood research can emerge.

(iv) Incentives: a consortium member will benefit through joint research based on exchange of
data, models, expertise, and staff. By working and publishing together on a common study
object, i.e. European floods, the opportunity to go beyond one’s own spatial region of
expertise may provide motivation along with an increase in the scientific visibility and
credibility.

Examples of powerful informal networks are the Decades of the International Association of
Hydrological Sciences (IAHS). The Predictions in Ungauged Basins (PUB) Decade has been
instrumental in synthesising hydrological research that had been fragmented before (Blöschl
et al., 2013c; Hrachowitz et al., 2013), and a similar decade is under way on hydrological
change and its connection to society, entitled “Panta Rhei – Everything Flows” (Montanari et
al., 2013). Such informal networks can form the basis of more formal networks in which
international collaborations are established to work together in a planned manner. Both kinds
of networks will be important stepping-stones towards better understanding the processes of
flood regime changes in Europe.

5 Towards better understanding flood changes

Based on the review in this paper, the following recommendations that exploit the synergies
between the change detection and scenario approaches are offered:

• Combining systematic flood data with documentary flood data from diverse sources is
recommended as an opportunity to gain insight into long-term flood regime dynamics.

• Change analyses of flood data should focus on identifying flood-rich and flood-poor
periods instead of just detecting whether trends exist. The process reasons of flood-rich and
flood-poor periods (e.g. Hurst phenomenon) should be explored. Non-linear statistical
methods offer potential for detecting patterns of flood regime dynamics.
• Attribution methods for observed flood changes should be developed that involve process models, such as those used in scenario analyses and are based on formal hypothesis testing, ideally in a regional context.

• Models used in scenarios should be validated more thoroughly against observed long flood data series, including process indicators such as flood seasonality.

• Scenario analyses should be framed such that the scenarios differ by the main uncertainties rather than trying to accommodate all the uncertainties into a single scenario. For each scenario, the ensemble spread needs to cover the full uncertainty range. Uncertainties need to be communicated in a suitable way.

• Low dimensionality change models should be developed that directly link macro-scale mechanisms of change to flood magnitudes and account for the main feedbacks.

• An informal European flood change research network should be established to explore the large-scale patterns of flood regime changes and to learn from the similarities and differences of flood processes within Europe using comparative approaches.

Acknowledgements

We would like to acknowledge the support of the ERC Advanced Grant “FloodChange”, project No. 291 152, the Austrian Academy of Sciences (ÖAW) Project “Mountain Floods” and the COST action European procedures for flood frequency estimation, grant ES0901. In addition, we would like acknowledge financial support from the Austrian Science Funds FWF as part of the Doctoral Programme on Water Resource Systems (DK-plus W1219-N22). We would also like to thank the participants of the September 2012 ERC symposium in Vienna.

The building blocks appointed for community building is defined and elaborated upon in the recently started EU FP7 Collaborative project “SWITCH-ON” under Environment programme, grant no. 603 587. The present work was partially developed within the framework of the “Panta Rhei” Research Initiative of the International Association of Hydrological Sciences (IAHS). The authors also wish to thank L. Elleder for providing the Vltava data used in Fig. 8. The contribution of J. Szolgay to this paper has been partly supported by the Slovak Research and Development Agency, contract no. APVV 0496-10 and the contribution of R. Brázdil by the project of the Grant Agency of the Czech Republic no. P209/11/0956.
References


Barnolas, M. and Llasat, M. C.: Metodología para el estudio de inundaciones históricas en España e implementación de un SIG en las cuencas de Ter, Segre y Llobregat, Monograffas CEDEX (Centro de Estudios y Experimentación de Obras Públicas), 90, 264 pp., 2007a.


Boychenko, S. G.: The scenarios of repeatability of catastrophic climatic phenomena in Europe and Ukraine under the influence of climatic changes (with use of historical records and manuscripts for the last millennium), Geofizicheskij Zhurnal, 32, 23–25, 2010.


Gaál, L., Szolgay, J., Kohnová, S., Parajka, J., Merz, R., Viglione, A., and Blöschl, G.: Flood timescales: understanding the interplay of climate and catchment processes through


Kondolf, M. G., Piegay, H., and Landon, N.: Channel response to increased and decreased bedload supply from land-use change since 1900: contrasts between catchments in the Rocky Mountains of Idaho and the Pre-Alps of France, Geomorphology, 45, 35–51, 2002.


Midttømme, G. H. and Tingvold, J. K.: Historic extreme floods as input to dam safety analyses, in: The Extremes of the Extreme: Extraordinary Floods, edited by: Snorrason, A.,


Van der Linden, P. and Mitchell, J. F. B. (Eds.): Climate Change and its Impacts: Summary of Research and Results From the ENSEMBLES Project, Met Office Hadley Centre, Exeter, UK, 160 pp., 2009.


White, G. F.: Human Adjustment to Floods, Department of Geography Research Paper No. 29, University of Chicago, Chicago, 1945.


Table 1: Examples of potential drivers of change in flood regimes and associated variables (modified from Merz et al., 2012).

<table>
<thead>
<tr>
<th>Compartment</th>
<th>Processes</th>
<th>Variables</th>
<th>Drivers of change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rivers</td>
<td>Flood wave propagation,</td>
<td>River morphology, conveyance,</td>
<td>In-stream channel engineering, reduction in river length, construction of dikes,</td>
</tr>
<tr>
<td></td>
<td>superposition of flood waves</td>
<td>roughness, water level and depth, discharge, floodplain storage, river</td>
<td>groynes and weirs, operation of hydropower plants and reservoirs</td>
</tr>
<tr>
<td></td>
<td></td>
<td>channel vegetation</td>
<td></td>
</tr>
<tr>
<td>Catchments</td>
<td>Runoff generation and concentration (flow path)</td>
<td>Evapotranspiration, infiltration capacity, runoff coefficient, water storage capacity,</td>
<td>Urbanisation, transport infrastructure, deforestation, ditch construction, wildfires, agricultural management practices, drainage of wetlands and agricultural areas, construction of flood retention basins</td>
</tr>
<tr>
<td>Atmosphere</td>
<td>Atmospheric forcing of catchment water fluxes</td>
<td>Temperature, total precipitation, precipitation intensity/duration, snow cover and snowmelt, short and long-wave radiation climate variables</td>
<td>Natural climate variability at different time scales, anthropogenic climate change</td>
</tr>
</tbody>
</table>
Figure 1: Hypothesised impact of three types of drivers on relative flood peaks as a function of catchment scale. (a) River: removing floodplain storage. (b) Catchment: land use change such as urbanisation, (c) atmosphere: climate change such as changes in rainfall characteristics (based on Blöschl et al., 2007).
Figure 2: Typical types of changes in flood peaks over decades or centuries as caused by (a) construction/removal of hydraulic structures, (b) gradual land use change, (c) increasing variability of extreme rainfall. Shaded areas represent intra-decadal variability.
Figure 3: European sub-regions used in this review: Atlantic western Europe and northern Europe, Central Continental Europe and eastern Europe, and the European Mediterranean.
Figure 4: Schematic summarising the observed flood changes in Europe derived from cited studies using different not directly comparable change analysis methods and time periods. Note: Arrows in the schematic indicate the majority of trends including regions with weak and/or mixed change patterns. Areas with no/inconclusive studies due to insufficient data (e.g. Italy) and inconclusive change signal (e.g. Sweden) are not shown.
Figure 5: Decadal frequencies of floods for Bohemia (the Czech Republic) from 1501–2010 stratified by season (winter; November–April, summer; May–October): the River Vltava (from České Budějovice to its confluence with the Elbe), the River Ohře (from Kadaň to its confluence with the Elbe), the River Elbe (from Brandýs to Děčín). Gray shaded areas mark the instrumental period. For the instrumental period discharges larger than the 2-yr flood are counted, for the pre-instrumental period floods mentioned in the documentary sources are counted (modified from Brázdil et al., 2012).
Figure 6: Evolution of the England and Wales stream gauging network. Number of gauging station openings and closures per decade (re-drawn from Hannaford et al., 2012).
Figure 7: Evaluation of flood peak changes over time. (a) Monotonic trend analysis; (b) identification of flood-rich and flood-poor periods. Dark blue colour indicates data available for analysis.
Figure 8: Trends derived from linear regression of the annual maximum floods for the Vltava at Prague (left panel, ~26700 km²) and the Danube at Vienna (right panel, ~101700 km²). Regression slopes (m³/yr) are derived from moving windows for all possible combinations of start and end years between 1828 and 2008 (with a minimum length of 30 yrs). Blue colours indicate increasing trends, red colours decreasing trends. The black line encloses combinations of start and end years with significant trends at the 5% level (predominately top left).
Figure 9: Hypothesised impact of three types of hydraulic engineering activities on the flood frequency curve. (a) River training tends to increase the small floods. (b) Removing floodplain storage by constructing levees tends to increase the medium sized floods. (c) Constructing retention basins tends to reduce the medium sized floods.
Figure 10: Example of estimated ensemble average change in the 100-yr flood discharge between 2071–2100 and 1961–1990 (Rojas et al., 2012). Note that other studies are not necessarily consistent with these projections.
Figure 11: Synthesis of approaches to analysing flood regime changes. Dark blue indicates strengths of the data based (change detection) and model based (scenario) methods. The proposed synthesis items (a) to (d) correspond to the Sects. 4.1.1 to 4.1.4.