The influence of precipitation and temperature input schemes on hydrological simulations of a snow and glacier melt dominated basin in Northwest China
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Abstract

Basins with glaciers and snow provide water storage and supply for downstream irrigated farmland, but their hydrology is often poorly known because there are limited observation networks in high mountain regions. Large uncertainties in hydrological simulations also arise from errors associated with meteorological forcing data. The influence of precipitation and temperature forcing data on hydrological simulations in rain/snow dominated watershed is well documented, but less so in basins with glaciers. We analyzed the impacts and reliability of precipitation/temperature input solutions on hydrological simulations in the glacier/snow dominated Manas River Basin, showing that precipitation pattern has significant impact on snow accumulation and melt, and further impacts on simulated glacier melt behavior. The temperature inputs affect not only the timing of discharge but also the total water yield. The uncertainty associated with simple estimated input data propagates and is amplified through the modeling process. We suggest that the impacts of forcing data on hydrological simulations in basins with glaciers are more complex than in common rain/snow dominated watersheds. Glacier melt behavior may conceal uncertainties that are actually derived from input data. Assessment of hydrological model performance should include investigation of key processes involved in the hydrologic cycle individually, not just comparisons of simulated and observed discharge.

1 Introduction

Mountainous regions are often referred to as the world’s natural “water towers” (Immerzeel et al., 2010; Weingartner et al., 2003; Viviroli et al., 2003). Especially in arid or semi-arid areas, such as Central Asia, the mountains provide water storage and supply for surrounding irrigated farmland, derived from the water/ice content of permafrost and glaciers (Bolch and Marchenko, 2006; Sorg et al., 2012). Hydrological modeling is required to understand dominant processes controlling the water balance in such
basins, to provide local authorities with science-based information to make water resource management decisions (Chaponniere et al., 2008). However, the hydrology of mountainous areas is often poorly known. Chalise (1994) qualifies it as the blackest of “black boxes” in the hydrological cycle. Observation networks in mountain regions are often limited, even though their density should be high to capture water flux variability in space and time. Hydrological models are always a simplification of the actual physical processes, and large uncertainties in simulation arise from errors associated with meteorological forcing data (Salamon and Feyen, 2009). Reducing input data uncertainty helps in identifying problems associated with model structure and parameters, thereby improving reliability and sustainability in resultant water resource management and planning decisions.

Precipitation and temperature are critical forcing variables in hydrologic modeling, impacting on various components of the water budget such as runoff, evaporation, and infiltration (Guo et al., 2004; Beven, 2001, 2002; Boyle et al., 2001; Haddeland et al., 2002). In glacier and snowmelt dominated alpine watersheds, the hydrology is best represented by simulations that rely on air temperature and precipitation (Aizen et al., 2000).

First, for precipitation, its spatial distribution strongly affects the simulated hydrographs (Michaud and Sorooshian, 1994; Sun et al., 2002), and accurate precipitation inputs are essential for reliable hydrologic prediction (Su et al., 2008). Sparse rain gage networks in mountains thus become an appealing problem for hydrological modeling applications. Remote sensing data, with wide spatial coverage, has been used to obtain precipitation estimates in such areas, and can help with this problem to a certain extent. For instance, TMPA (TRMM Multi-Satellite Precipitation Analysis) products have appeared in more and more applications in recent years, especially for hydrological research (Su et al., 2008; Hughes et al., 2006; Collischonn et al., 2008). However, because of the limited time-span (TMPA products begin in 1998), most applications only simulate over a short period (e.g., 5 to 10 yr) when using such data directly, and consequently may have greater uncertainties and instability than if simulated and calibrated with over longer periods. Finnerty et al. (1997) suggest that calibration requires at least 8 yr of historical input precipitation data for continuous simulation and a further 8 yr for validation. This problem may be more serious in glacier/snow runoff dominated watersheds which have complex runoff mechanisms. Actually, it is necessary to “warm-up” the model over a sufficient period to reach a dynamic equilibrium, when little is known about the initial situation. For example, Fontaine et al. (2002) conducted a 6 yr snowmelt hydrologic simulation following a 7 yr model warm-up period. Luo et al. (2013) simulated snow/glacier processes over 39 yr in the Manas River Basin which is a cold-arid inland river basin in northwest China, finding that a five year warm-up period was needed. Therefore, the available real-time satellite precipitation data seems inadequate for direct application in watersheds which need long term simulation. Nevertheless, the basic spatial distribution patterns of precipitation in these basins can be identified by satellite products. Since the distribution of precipitation is usually represented by the precipitation-elevation relationship (Smith, 1979; Daly et al., 1994), remote sensing precipitation data could, at least, be used indirectly for hydrological modeling applications.

For temperature, its spatial distribution in mountain areas is determined by many factors. For large-scale areas, latitude, longitude, and altitude are the main factors, but in small and medium-scale areas altitude becomes the most important factor and the temperature-elevation relationship is quite stable and obvious (Tabony, 1985; Livingstone et al., 1999; Aizen et al., 1996). Therefore, although temperature observations in mountain areas are also often scarce, they can be successfully estimated using the temperature-elevation relationship in a certain region and the existing observed data of a weather station located at low altitude. In fact, this approach for temperature estimation has been widely applied in hydrologic research (Rango and Martinec, 1979; Rango and Martinec, 1994; Martinec and Rango, 1986; Garen and Marks, 1996; Hartman et al., 1999).

Fontaine et al. (2002) developed a snowmelt component in SWAT to simulate the hydrology of mountainous regions, and used precipitation/temperature lapse rates
(PLAPS/TLAPS) to estimate precipitation amount and temperature at high altitudes. Until now, PLAPS and TLAPS had been adopted in SWAT. In the default situation SWAT uses a single precipitation/temperature lapse rate (SPLAPS/STLAPS) value for the whole elevation range throughout the year (Neitsch et al., 2011). In studies that used SPLAPS/STLAPS in SWAT for simulating hydrological processes in data-scarce basins (Luo et al., 2012, 2013; Yu et al., 2011) PLAPS was considered an external parameter and its value was obtained by calibration. Because of the inherent uncertainty of hydrological models constructed for such basins, the empirically calibrated value may not reflect the true precipitation distribution, and Luo et al. (2012) indicated that large differences in simulated results may be due to the use of a single precipitation lapse rate. A single TLAPS value (−6 °C km−1, which is the typical value of the saturated adiabatic lapse rate) is also often chosen in such studies (e.g. Tabony, 1985). In reality, the altitudinal air temperature gradient is found to vary throughout the year (Glazirin, 1985; Aizen et al., 2000; Dou et al., 2011). The precipitation lapse rate also changes significantly from month to month, and more than one lapse rate may apply for different elevation ranges (Ji and Chen, 2012; Shen and Liang, 2004; Bookhagen and Burbank, 2006; Bookhagen and Streecker, 2008). Identification of the precipitation/temperature lapse rates for different seasons and elevation ranges is equivalent to improving the spatial-temporal resolution of input data, and thereby the reliability of hydrologic simulations. The question remains, how do these solutions for data-scarce problems perform when applied to simulations in glacier/snow dominated watersheds?

To answer this question we evaluated various input temperature, rainfall, and potential evapotranspiration (PET) schemes for hydrological simulations in the mountainous, data-scarce, glacier/snow dominated Manas River Basin in northwest China. Experiments were conducted to compare the performance of the schemes on key components of the modeled water cycle, and our discussion focuses on how input uncertainty influences water balance and simulation results.

2 Materials and methods

2.1 The study area

The Manas River Basin (MRB) originates from the Yilianhabierga Mountain located on the northern side of the mid Tianshan Mountains, Northwest China (Fig. 1). The Manas River is the largest inland river in the Dzungaria Basin. It flows 160 km to the Kenswate Hydrological Station (KHS), and continues 240 km through the oasis and desert finally merging into Manas Lake. The MRB catchment area to the KHS is 5163 km² (Luo et al., 2012), and there are only three rain gages located near KHS (Fig. 1), and only KHS itself has a long precipitation data time series, hence the designation of the basin as data-scarce.

To understanding the meteorological characteristics of the MRB accurately, we extended the area for gathering both ground observed and TRMM 3B43 data from inside the watershed to include the surrounding region. The extended study region focused mainly on the mid Tianshan Mountains, between latitudes 42°–45° N and longitudes 84°–86° E (Fig. 1). This area has markedly seasonal precipitation and very abrupt orographic variations, with altitudes ranging from 150 m to more than 5000 m within horizontal distances of only 100 km. Snow and glacial melt are important hydrologic processes in these mountains, and changes in temperature and precipitation are expected to markedly affect melt behavior.

2.2 The SWAT model with a glacier-melt module

To simulate snow and/or glacier melt dominated streamflow in rivers in arid and cold northwest China, Luo et al. (2013) developed a glacier melt module for SWAT. In addition, because of the rapidly receding high-flow and very slowly declining low-flow river discharge dynamics in the study region, Luo et al. (2012) added a slow-reacting reservoir to extend the existing one-reservoir baseflow pathway in SWAT. Both the glacier melt module and two-reservoir method were used in our simulations of MRB.
streamflow. The basic delineation of MRB, into 27 sub-basins and 163 Hydrological Response Units (HRUs) was inherited from the two previous studies. Each sub-basin was divided into ten bands with equal elevation increments for simulating snow and glaciers. Other base data, such as observed streamflow, land use maps, soil properties, and the China Glacier Inventory (CGI), were as used by Luo et al. (2012).

2.3 The precipitation and temperature input

2.3.1 The in situ precipitation and temperature data

Precipitation data for a total of 16 stations around the MRB were collected (Fig. 1). Four of them have only monthly precipitation data from between 2000 and 2007. Daily precipitation data for the other 12 weather stations, obtained from the Climatic Data Center of the China Meteorological Administration, were summed to give monthly values. The data have passed rigorous quality assessment and quality control processes, with all extreme values being checked and validated. The data were consistent, with no missing values for the monthly time series of precipitation for all 16 stations. Of the stations around the MRB, 9 on the north slope of mid Tianshan Mountains had daily temperature data, which were used for calculating the temperature lapse rate (Fig. 1 and Table 1).

2.3.2 The TRMM 3B43 data

The Tropical Rainfall Measuring Mission (TRMM) is a satellite jointly operated by NASA (United States National Aeronautics and Space Administration) and JAXA (Japanese Aero-spatial Agency). It provides precipitation estimates at fine spatial resolution using a calibration based sequential scheme and data from multiple satellites, as well as, gage analyses (Huffman and Bolvin, 2012; Immerzeel et al., 2009). We used the TRMM 3B43 product, which provides the single best estimate of monthly precipitation spanning a global belt from 50° N to 50° S with a spatial resolution of 0.25°. The original processing occurs at a time interval of 3 h. The integrated microwave precipitation estimates and infrared (IR) estimates (3B42) are combined to provide the best estimate in each grid cell. All 3-hourly combined microwave and IR estimates are then summed up over a calendar month. Finally, the monthly multi-satellite product is combined with monthly accumulated GPCC rain gage analyses (Huffman et al., 2007).

Although the TRMM 3B43 data represent the best estimate of monthly precipitation among the TMPA products, a previous study found that the product underestimated precipitation in high mountain regions (Ji and Chen, 2012). This problem also exists with other TMPA products around the world (Berg et al., 2006; Huffman et al., 2007; Barros et al., 2004). These regional biases may be caused by technical deficiencies, such as the discrete sampling frequency and the sensors’ areal coverage (Condom et al., 2011). To address the inadequacy of snowfall detection in the TRMM 3B43 product, snowfall input has been assigned based on simple snowfall rate (Huffman and Bolvin, 2012), but this may lead to large biases in mountainous regions with frequent snowfall. Such biases can result in erroneous conclusions if applied directly without calibration (AghaKouchak et al., 2009; Gebremichael et al., 2010). Hence TRMM 3B43 data require area-specific adjustment and calibration to reduce such errors.

Ji and Chen (2012) used regression models to improve the accuracy of TRMM 3B43 monthly precipitation estimates in the mid Tianshan Mountains. These models were based on several terrain factors and geographic location data. The corrected TRMM 3B43 data showed better performance than before, and provided a good explanation of the spatial distribution of precipitation in the area, its also covers the MRB area and was used in our study.

2.3.3 PLAPS and TLAPS used in SWAT

In SWAT, precipitation, and maximum and minimum temperatures are calculated for each elevation band as a function of the respective lapse rate and the difference between the gage elevation and the average elevation specified for the band. For precipitation,
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and 1000 converts meters to kilometers (Neitsch et al., 2011).

For temperature,

\[
T_{\text{band}} = \frac{EL_{\text{band}} - EL_{\text{gage}}}{1000} \cdot T_{\text{laps}_{\text{nth}}}
\]

815

\[
R_{\text{band}} = R_{\text{day}} + \frac{\sum_{n=1}^{N} \Delta EL_{n} \cdot R_{\text{aps}_{n,mth}}}{1000 \cdot R_{\text{day}_{n,mth}}}, \quad \text{when } R_{\text{day}} > 0.01
\]
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\[
T_{\text{band}} = T_{\text{day}} + \frac{\sum_{n=1}^{N} \Delta EL_{n} \cdot T_{\text{laps}_{n,mth}}}{1000}
\]

815

For each of the 12 months, the PLAPS/TLAPS that should be used is determined by
the current elevation range,

\[
\Delta EL_{n} = \begin{cases} 
EL_{\text{band}} - EL_{n}, & EL_{n} \leq EL_{\text{band}} < EL_{n+1} \\
EL_{n+1} - EL_{n}, & EL_{n} \leq EL_{n+1} < EL_{\text{band}} 
\end{cases}
\]
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where \( N \) is the total number of the PLAPS/TLAPS over the entire elevation range,
\( R_{\text{aps}_{n,mth}} \) (mm H\(_2\)O km\(^{-1}\)) represents the \( n \)th PLAPS in the \( m \)th (calendar month, Jan-
uary to December), \( T_{\text{laps}_{n,mth}} \) (°C km\(^{-1}\)) represents the \( n \)th TLAPS in the month, \( P_{\text{day}_{n,mth}} \)
is the average number of precipitation days in the month, \( EL_{n} \) (m) is the lower elevation
of the \( n \)th elevation range, and \( EL_{n+1} \) (m) is the upper elevation.

2.3.4 Identification of MPLAPS and MTLAPS

The MRB spatial precipitation distribution was provided by the corrected TRMM 3B43
data of Ji and Chen (2012), and MPLAPS were based on precipitation and elevation
relationships. Because of the large elevation range in the MRB (\( > 4000 \) m), a 200 m
wide elevation interval was chosen for calculating the relationship between average
elevation and average monthly precipitation. Temperature data are more stable and
less noisy than precipitation data (Garen and Marks, 2005). The temperature elevation
gradient is also usually quite stable and obvious in a medium-scale area (Tabony, 1985;
Livingstone et al., 1999; Aizen et al., 1996). The temperature-elevation relationship was
derived from observations at 9 stations around the MRB (Fig. 1 and Table 1) for each
month.

When identifying the MPLAPS and MTLAPS, it was necessary to evaluate the sta-
ability and reliability of the relationships. Three conditions were used to evaluate the
relationships; (i) \( R^2 \), a measure of goodness of fit for linear relationships, values closer
to 1 represent a better fit; (ii) the significance level, reflecting the reliability of the result;
and (iii) the rational elevation range, which avoids meaningless results from a very good
relationship covering a very small elevation span. In this study, MPLAPS and MTLAPS
Considered to be valid were those results with $R^2 \geq 0.9$, significant at the 0.01 level, and with an elevation span greater than 1000 m.

### 2.4 PET method used in simulation

Evapotranspiration (PET), one of the major hydrologic components, is very sensitive to climatic variability (Claessens et al., 2006; Wullschleger and Hanson, 2006). There are many PET calculation methods used in hydrologic models, and the number of variables required in calculation varies according to the sophistication of the method (Fekete et al., 2003; Wu and Johnston, 2007). In SWAT, the Penman-Monteith method requires relative humidity, wind speed, and solar radiation, etc. (Neitsch et al., 2011).

For data-scarce basins, such variables are unavailable or obtained by simple estimation from neighboring stations. This may lead to great uncertainty in the estimated PET. A method based on temperature, which is easily acquired or reliably estimated, is more suitable and efficient for such areas (Liu et al., 2011). Therefore, to distinguish the impacts of precipitation and temperature input on the water budget from other factors in the simulation, we tested the Hargreaves method (which only requires air temperature; Neitsch et al., 2011), against the Penman-Monteith approach.

### 2.5 Evaluation of the precipitation and temperature input schemes

In previous studies (Luo et al., 2012, 2013) the precipitation input to SWAT was calculated from SPLAPS and observational data from the base Shihezi weather station (SWS). This station, at elevation 444 m.a.s.l., is located below the KHS outlet of the MRB (Fig. 1). We collected precipitation data at KHS (885 m.a.s.l.), which is nearer to the mountains, and should have a pattern of annual precipitation closer to that of the mountainous region, than the base SWS station. In order to evaluate the MPLAPS precipitation schemes, a comparison with the previous SPLAPS scheme was necessary.

For comparability, a virtual weather station (VWS) was defined at 885 m.a.s.l. and data were calculated according to the previous scheme ($\text{SPLAPS} = 45 \text{ mm km}^{-1}$, with SWS as the base station). Three schemes were assigned for analyzing the impact of precipitation on the hydrological simulation; (i) SPLAPS ($45 \text{ mm km}^{-1}$) with the VWS as the base station (the same as the previous study) named “SPLAPS\_SWS”; (ii) MPLAPS with the VWS (MPLAPS\_SWS); and (iii) MPLAPS with the KHS (MPLAPS\_KHS).

In the initial simulation, temperature lapse rate was assigned the single value ($-6^\circ\text{C km}^{-1}$) used by Luo et al. (2012, 2013). To determine the influence of temperature input on the simulation, the two schemes (STLAPS and MTLAPS) were compared using the same precipitation scheme. In addition, simulations with the two PET methods (Hargreaves and Penman-Monteith) were compared. This gave three scenarios. Scenario 1 is the combination of MPLAPS, STLAPS and Penman-Monteith PET; Scenario 2 is MPLAPS, MTLAPS and Penman-Monteith PET; and Scenario 3 is MPLAPS, MTLAPS and Hargreaves PET.

### 2.6 Evaluation of simulation results

We split the daily streamflow data set into calibration (1961 to 1980) and validation (1981 to 1999) periods. The simulated streamflow was compared with the measured values on a daily basis and model performance was evaluated using both the Nash-Sutcliffe efficiency (NSE) and Percent Bias (PBIAS) indices (Moriasi et al., 2007).

\[
\text{NSE} = 1 - \frac{\sum_{i=1}^{n} (Q_{i}^{\text{obs}} - Q_{i}^{\text{sim}})^2}{\sum_{i=1}^{n} (Q_{i}^{\text{sim}} - Q_{\text{mean}})^2}
\]  \hfill (6)

\[
\text{PBIAS} = \frac{\sum_{i=1}^{n} (Q_{i}^{\text{obs}} - Q_{i}^{\text{sim}})}{\sum_{i=1}^{n} Q_{i}^{\text{obs}}} \times 100
\]  \hfill (7)
where $Q_{\text{obs}}^i$ is the $i$-th observation for the daily flow, $Q_{\text{sim}}^i$ is the $i$-th simulation value for the daily flow, mean is the mean of observed data for the daily flow, and $n$ is the total number of the daily flow observations. $Q_{\text{mean}}$ is the mean of observed flow data for the period being evaluated.

NSE is a normalized statistic that determines the relative magnitude of the residual variance compared with the measured data variance (Nash and Sutcliffe, 1970), and it indicates how well the plot of observed versus simulated data fits the 1:1 line. NSE ranges between −1 and 1 (1 inclusive), with NSE = 1 being a perfect fit. PBIAS is the deviation of the simulation from the observed data, expressed as a percentage. The optimal value of PBIAS is 0 with low-magnitude values indicating accurate model simulation. Positive values indicate model underestimation bias, and negative values indicate model overestimation bias (Morasi et al., 2007).

3 Results and discussion

3.1 The MPLAPS and MTLAPS in MRB

Annual precipitation at different elevations in the MRB (Table 2), calculated from corrected TRMM 3B43 data, exhibited three PLAPS at different elevation ranges (Fig. 2), and precipitation even decreased with elevation between 2500 m a.s.l. and 3700 m a.s.l. Monthly average precipitation at different elevations showed large differences between months (Fig. 3). Except for June, July, and August (in which the precipitation almost always increased with elevation), at least one elevation region with negative PLAPS occurred in the other months. The PLAPS value at different elevations is also quite different within each month.

It is noteworthy that there was more precipitation at lower elevations in cold seasons than at higher elevations, as observed in another study (Han et al., 2004) in this region. For such a distribution feature, SPLAPS may overestimate precipitation (snowfall) in the MRB high mountains in cold seasons, which could affect the simulation of snow/glacier melt.

In short, we conclude that a SPLAPS may not represent the distribution of precipitation in the MRB well, and may lead to inaccurate precipitation estimates in some areas. Using formulae (3) and (5), MPLAPS in the MRB were identified. These were used with the SPLAPS values in the respective precipitation schemes listed in Table 2. The MTLAPS were identified from air temperature observations from weather stations around the MRB (Fig. 1 and Table 1). The temperature trends with elevation were quite different among months (Fig. 4). During the winter months temperature inversion was observed below about 1800 m a.s.l. on the northern slopes of the mid Tianshan Mountains (Han et al., 2002; Aizen et al., 1996). This phenomenon has been found in many mountainous regions (Garen and Marks, 2005; Livingstone et al., 1999), and if ignored may lead to uncertainties in the simulation of winter snow fall and melt. Table 3 lists the identified MTLAPS and initial STLAPS used in the comparison simulations.

3.2 The influence of precipitation on glacier and snow melt

The impact of the precipitation schemes on the hydrological response of the MRB was evaluated by comparing SWAT simulations using the three schemes defined in Sect. 2.5. The same model parameter settings were used in each case.

First, the average precipitation in the MRB, calculated in SWAT from the three schemes, demonstrated quite different patterns during the year (Fig. 5). Monthly average data from five rain gages in the mountain area was used as a reference, showing that almost half of the annual precipitation occurred in summer (June, July, August; Fig. 5), and only about 10% occurred in winter (December to February). Thus the average precipitation during the year calculated with the SPLAPS_SWS scheme was quite different from the mountain area. This was because the base station (SWS) is located in the lowland plain where the precipitation difference during the year is small, and with SPLAPS the increase in precipitation with elevation is linear. Using MPLAPS_SWS, the annual precipitation distribution pattern is closer to that of the mountain area,
indicating that MPLAPS adjusted the precipitation distribution effectively. The pattern is even closer to that of the mountain area when using MPLAPS_KHS. The likely reason is that KHS lies closer to MRB than SWS, and hence has more climate similarity than SWS. The precipitation estimated with MPLAPS_SWS was much less than with MPLAPS_KHS (Fig. 5); this is because of the PLAPS value (45 mm km^{-1}), which is greatly underestimated between 444 m a.s.l. and 885 m a.s.l. The precipitation of the virtual weather station (VWS) at 885 m a.s.l. (about 230 mm yr^{-1}) was also underestimated compared with observed data at KHS (about 345 mm yr^{-1}). Therefore, despite the use of MPLAPS, the MPLAPS_SWS scheme did not adequately represent the precipitation situation.

Precipitation in the cold season is often in the form of snow. For the quite different precipitation distributions estimated by the three schemes, the distribution pattern of snowfall simulated in the cold season showed unique features (Fig. 6). Using SPLAPS, the 39-yr averaged snowfall in the glacier HRU (GHRU) is greater than in the non-glacier HRU (NGHRU) in the cold season, but the opposite occurs when using MPLAPS. In the mid Tianshan Mountains, winter snowfall is less above the permanent snow line (in the glacier area) than below it (Wei et al., 2001). This result further supports the use of MPLAPS based on corrected TRMM 3B43 data, which can represent the precipitation distribution more accurately.

Additionally, using SPLAPS, the average snowfall in the cold season is nearly 140 mm (Fig. 6), almost 42 percent of the annual simulated precipitation (334 mm). Using MPLAPS, the average winter snowfall was only 80 mm, 17% of the annual total. Wei et al. (2001) showed that for Glacier No. 1 in the headwaters of the Urumqi River, which is near to the MRB mid Tianshan Mountains, less than 10% of annual precipitation occurs between October and March. The 17% estimated using MPLAPS is therefore a more reasonable value than the 42% produced by the SPLAPS scheme.

These results indicate that precipitation schemes strongly impact on the spatial and temporal distribution of snowfall in hydrological simulations. Not surprisingly, further impacts on the simulation of snow and glacier melt were found. In the model glacier melt module, when snow cover ablation is complete, the glaciers begin to melt. In the model simulation using MPLAPS, less snow accumulates in the cold season, this leads to decreased summer snowmelt, and rapid summer snow ablation means the glacier is exposed for longer producing more glacial melt water, than with SPLAPS (Fig. 7). This may explain why simulated glacier melt volume differences between the precipitation schemes occur mainly in the snowmelt period. Thus for the snow/glacier-dominated watershed, it is clear that the modeled precipitation input affects not only rain-runoff, snow accumulation, and melt-water volume, but also has a notable influence on the simulation of glacier melt behavior.

The above analysis suggests that, for snow and glacier melt runoff-dominated river basins, well estimated precipitation input is extremely important for accurate hydrologic simulations. Moreover, precipitation distribution characteristics in MRB, which decreases with elevation in cold seasons and falls mainly in summer, is well represented in the simulation using MPLAPS. This scheme could be considered as a more reliable method of precipitation estimation for reducing the uncertainty of hydrologic simulations in data-scarce watersheds.

The statistical results for simulations, based on the three precipitation schemes, show that with MPLAPS and Penman-Monteith, there was little difference in PET; in addition, when the annual average precipitation increased, the water yield increased correspondingly, as might be expected. The large difference in water yield between the precipitation schemes indicates that, precipitation, as the basic input of water cycle, is critical for water balance in the simulation. For the MPLAPS_KHS simulation, NSE decreased to 0.54 and the PBIAS was more than 50 percent. So despite MPLAPS_KHS being a more reasonable precipitation scheme, the efficiency and bias of simulation was worse, indicating that the initial model has large uncertainties besides precipitation input.
3.3 Impacts of temperature input schemes and PET method on the hydrologic simulation

Compared with the pan evaporation of three weather stations at different elevations in the mid Tianshan Mountains, the simulated annual average potential evapotranspiration (PET) for the MRB (mean elevation ca. 3000 m a.s.l.) seems too small (about 270 mm yr\(^{-1}\); Table 5). Zhang et al. (2009) suggested that PET in the mid Tianshan Mountains should be between 500 and 900 mm. From this discrepancy between observed and simulated PET we surmise that the overestimated water yield (Table 4) may be caused by insufficient ET and PET as calculated by the Penman-Monteith method in the initial model. For the alternative Hargreaves PET method (Sect. 2.4) the availability of accurate temperature data is no doubt an important core element.

As for precipitation, the single temperature lapse rate (STLAPS, –6 °C km\(^{-1}\)) used in the initial model was changed to provide multiple values (MTLAPS); one for each elevation range. Compared with STLAPS, using MTLAPS, the MRB temperature distribution decreased in May to August, and increased in other months (Table 3). When MTLAPS was used in the model (scenario 2; Fig. 8), (i) the simulated snowmelt increased significantly in spring and fall, and the melt period was correspondingly prolonged; (ii) both ET and snow sublimation (which were related to PET) had a small increase in spring and fall, but decreased in the summer months because of lower temperatures; (iii) during the main glacier melt period, lower temperatures in June, July, and August also led to decreased melt water. The change of temperature input also led to a slight slowing in the arrival of streamflow peaks (Fig. 9). Moreover, the annual average simulation outputs (Table 6) indicate that the influence of temperature on key hydrological processes, such as snowmelt, snow sublimation, and evapotranspiration, should not be neglected.

However, the final water yield only decreased about 4 %, which was simply because the decreased glacier melt amount was partly offset by a simultaneous decline in snow sublimation and evapotranspiration. Some studies have concluded that annual runoff is affected primarily by precipitation changes, while the seasonal distribution of runoff is affected by changes in temperature (Gleick, 1987; Aguado et al., 1992; Cayan and Riddle, 1993). Our results indicate that temperature dominates the changes in snow/rain ratio and may accelerate or delay snowmelt and thus alter the timing of runoff. This argument is generally true for a rain and snow dominated runoff basin, because temperature would not affect the total input amount in the water balance. But in a basin containing glaciers, temperature could change the glacier melt amount which is an important water source component of the water cycle. Therefore, for a rain-snow-glacier runoff driven basin, temperature affects not only the timing of discharge but also the total water yield amount, and the processes and mechanisms thereof, are complex.

It is noteworthy that the STLAPS input generates a simulation which closely approximates the steep narrow peak flow in the MRB. It is, however, unacceptable that this simple estimated temperature obscures other real problems, such as parameter uncertainty or frozen soil related issues in the model (Luo et al., 2012; Liu et al., 2011). MTLAPS, on the contrary, represents the temperature distribution in the MRB, and a realistic temperature input helps to reduce the uncertainty of the hydrologic simulation.

The most significant outcome of changing the PET calculation method from Penman-Monteith (scenarios 1 and 2) to Hargreaves (scenario 3), was that ET almost doubled (Fig. 8 and Table 6). Snow sublimation, which is closely related to PET, also doubled, leading to less snow for melting in the summer. Glacier melt, however, was almost unchanged by the switch of PET methods. Changing the temperature scheme from STLAPS to MLAPS (with Penman-Monteith PET, scenarios 1 and 2) had a small impact; the simulated PET was still small (Scenarios 1 and 2; Fig. 8 and Table 6). This may be because temperature is not the most critical factor for the Penman-Monteith method, and that other variables which are hard to obtain in data-scarce basins were estimated inaccurately.

In Scenario 3, MPLAPS/KHS, the combined impacts of snow melt, sublimation, and glacier melt were reflected in the final simulated discharge, which closely fits the observed flow (Fig. 9). With the Hargreaves method, the annual average estimated PET for the MRB reached 561 mm (a reasonable value), and the simulated water yield
decreased to 236 mm with a surprisingly small PBIAS. These results suggest that the uncertainty of simple precipitation estimates in data-scarce catchments may be propagated and amplified along the course of the modeling process. The underestimated precipitation may lead, for instance, to a choice of PET method which is unrealistically low to maintain an accurate basin water balance.

The scenario 3 simulation with its small PBIAS is not still not a good modeling result (NSE = 0.52), because the simulated streamflow is low in summer and high in spring and fall compared with the observations (Fig. 9). The simulated groundwater flow (GRND Q) in scenario 3 was significantly reduced such that the ratio to surface flow was less than a third (Table 6). This may be attributed to the greatly increased evapotranspiration, which has a large influence on the amount of soil water and root zone percolation that reaches the aquifer, and then contributes to baseflow (Liu et al., 2011). The detailed physical mechanisms of this process are not discussed in this study. The low groundwater contribution to streamflow may also explain the severe undulation of the hydrograph (Fig. 9), because surface runoff recedes more rapidly than groundwater flow. Because the simulated PET was reasonable, the low simulation efficiency with MPLAPS_KHS was probably due to the uncertainty in key model parameters, and the model needed specific recalibration for the MPLAPS_KHS scenario inputs.

3.4 Recalibration and model evaluation

To solve the problems with scenario 3, further analysis of the SWAT hydrologic model parameters was necessary. Because of the lack of site-specific data, a sensitivity analysis of the relevant parameters was carried-out, followed by manual calibration of the most sensitive parameters (Table 7), using daily KHS runoff data.

The SCS curve number (CN), a function of soil permeability, was the most sensitive parameter, and has a significant impact on the surface runoff and groundwater yield. Large CN may overestimate surface runoff leading to an undulating streamflow hydrograph. Reducing the CN generates more baseflow which has a relatively slow response to discharge, and smooths the tiny peak of the hydrograph. ALPHA_BF and DP are the baseflow recession constant of the shallow and deep aquifer layers in the two-reservoir approach, respectively. These have a large influence on the shape of the baseflow response; high values lead to a steep response, and low values to a sluggish response. In the two-reservoir approach, RCHG_DP is the fraction of root zone percolation that reaches the deep aquifer. It has a significant impact on discharge in the cold season for slow release from the deep reservoir. GWQMN, GW_DELAY and GW_REVAP are also sensitive groundwater parameters that dictate the amount as well as the timing of water flow released from or recharged to the shallow aquifer. For snow/glacier melt components, SMFMN, SMFMX, SSBLFMX, SSBLFNM, TIMP and GMFMX were quite sensitive to discharge in melt seasons; adjustment of these would be conducive to resolving the problem that streamflow was low in summer and high in spring and fall.

While implementing the manual calibration, a comprehensive consideration of these parameters was necessary (Table 7). The calibrated average daily streamflow was obviously improved compared with the simulation in scenario 3 (Fig. 10). The peak flow in summer was closer to that observed, and the hydrograph fit was much better in spring and fall. The recalibration NSE for the whole period increased from 0.52 to 0.68 and PBIAS was less than five percent (Table 8). The NSE evaluation rates both the calibration and validation as "good", indicating a good degree of correlation between the observed and simulated discharge. In combination with a series of previous analyzes, these were determined to be adequate for accepting the model results for the MRB.

However, the efficiency of the recalibrated simulation (NSE = 0.68, PBIAS = −2.8 %) was lower than that of the initial model (NSE = 0.72, PBIAS = −3.2 %) using SPLAPS and Penman-Monteith PET. This suggests that the influence of uncertainties in the input data may cancel each other out, or be covered up by uncertainties in other hydrologic component methods and parameters of the model. A wide range of parameter values and conditions can result in very similar model results; this is "equifinality" (Beven, 1996). In addition, it is not sufficient to evaluate hydrologic models...
in data-scarce watersheds on the basis of comparisons between simulated and measured streamflow alone.

The recalibrated model also had limited capability in simulating complex hydrograph shapes and peak discharges (Fig. 11). This is probably a consequence of having the daily precipitation dynamics observed at KHS applied to the whole basin; the timing and magnitude of the actual precipitation in different parts of the catchment will not be the same, and hence KHS precipitation is unlikely to be representative for the whole MRB. However, there is no alternative for a data-scarce river basin. Our next research objective is to address the influence of spatial variation in daily precipitation events on streamflow simulations.

4 Conclusions

In this study, the influence of different precipitation/temperature input schemes on the simulation of hydrological processes, in a glacier/snow dominated watershed, were compared using a hydrological model.

Multiple precipitation lapse rates were identified for the MRB based on corrected TRMM 3B43 data. Compared to SPLAPS, the use of MPLAPS was equivalent to improving precipitation spatio-temporal resolution, and seasonal distribution patterns in the MRB, which is more reasonable for the mountain region. Analysis of the different precipitation schemes demonstrated a large influence on snow accumulation and melt behavior. This had further impacts on the simulated glacier melt response. The uncertainty associated with simple precipitation estimates can propagate and be amplified through the modeling process, but glacier melt behavior may also conceal uncertainty caused by the input data. These findings indicate that the effects of forcing data on hydrological simulations are more complex in basins with glaciers than in common rain/snow dominated watersheds.

We confirmed that temperature has a significant influence on glacier melt volume which is an important water cycle source component. Hence, temperature influences the total water yield in basins with the three (rain, snow, and glacier) sources, unlike rain/snow driven river basins, where temperature inputs mostly affect the timing of discharge.

STLAPS is conducive to generating simulations which fit the steep and narrow peak flow in the MRB, but the use of this simple estimated temperature obscures other limitations of the model. MTLAPS as applied in this study, represents a more realistic temperature distribution and can help to reduce the uncertainty of the hydrologic simulation.

We found that PET in the MRB was underestimated by the Penman-Monteith method. A reasonable result was obtained using the Hargreaves method, indicating that the Penman-Monteith method (which needs more parameters) is of limited use for the data-scarce MRB, and that temperature based PET methods may be more appropriate.

Recalibration of the model for the improved precipitation, temperature and PET schemes increased the global NSE to 0.68, and PBIAS was $-2.83\%$, hence an acceptable model for MRB was achieved. However, the evaluation ratings of the initial model were the same as the recalibration, indicated that the uncertainty of input data could be masked by other aspects of the model. In other words, for this high mountain watershed with complex hydrologic mechanisms (runoff derived from rain–snow–glacier sources) and less known about the hydro-climatic conditions, model evaluation should not be made on streamflow alone. The key processes involved in the hydrologic cycle need to be assessed individually. These include precipitation, snow accumulation, snow/glacier melt, evapotranspiration, and groundwater.

In general, we commenced with a scarce data input problem, gradually discussing the major aspects of the hydrological model, and finally obtained a reasonable model for the MRB. This study provides a reference for hydrologic modeling in data-scarce basins.
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Table 1. The location, altitude, duration, and annual rainfall of meteorological observation stations used in this study. Stations with monthly data only in italics. P denotes precipitation and T is temperature.

<table>
<thead>
<tr>
<th>Station names</th>
<th>Elev. (m)</th>
<th>Lat. (°)</th>
<th>Long. (°)</th>
<th>Prec. (mm yr⁻¹)</th>
<th>Time span</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bajiahu</td>
<td>1302.0</td>
<td>43.950</td>
<td>85.417</td>
<td>400.8</td>
<td>Jan 2000–Dec 2007</td>
<td>P</td>
</tr>
<tr>
<td>Bayinbuluke</td>
<td>1783.3</td>
<td>42.733</td>
<td>86.300</td>
<td>210.1</td>
<td>Jan 1958–Dec 2009</td>
<td>P</td>
</tr>
<tr>
<td>Baluntai</td>
<td>2458.9</td>
<td>43.033</td>
<td>84.150</td>
<td>290.2</td>
<td>Jan 1958–Dec 2009</td>
<td>P</td>
</tr>
<tr>
<td>Caijiahu</td>
<td>441.0</td>
<td>44.200</td>
<td>87.533</td>
<td>141.2</td>
<td>Jan 1959–Dec 2009</td>
<td>P &amp; T</td>
</tr>
<tr>
<td>Dashigou</td>
<td>3539.0</td>
<td>43.100</td>
<td>86.333</td>
<td>453.5</td>
<td>Jan 1959–Sep 2007</td>
<td>P &amp; T</td>
</tr>
<tr>
<td>Manasi</td>
<td>473.1</td>
<td>44.317</td>
<td>86.200</td>
<td>190.9</td>
<td>Jan 1961–Sep 2007</td>
<td>P &amp; T</td>
</tr>
<tr>
<td>Meiyao</td>
<td>1161.0</td>
<td>43.900</td>
<td>85.850</td>
<td>417.2</td>
<td>Jan 2000–Dec 2007</td>
<td>P</td>
</tr>
<tr>
<td>Qinghsuizhen</td>
<td>1886.0</td>
<td>43.800</td>
<td>86.217</td>
<td>495.0</td>
<td>Jan 2000–Dec 2007</td>
<td>P</td>
</tr>
<tr>
<td>Shiyanzhan</td>
<td>1930.0</td>
<td>43.450</td>
<td>87.183</td>
<td>450.5</td>
<td>Jan 1978–Sep 2007</td>
<td>P &amp; T</td>
</tr>
<tr>
<td>Shimenzi</td>
<td>1176.0</td>
<td>43.917</td>
<td>86.050</td>
<td>445.0</td>
<td>Jan 2000–Dec 2007</td>
<td>P &amp; T</td>
</tr>
<tr>
<td>Shihezi</td>
<td>443.7</td>
<td>44.316</td>
<td>86.050</td>
<td>210.0</td>
<td>Jan 1953–Dec 2008</td>
<td>P &amp; T</td>
</tr>
<tr>
<td>Wulanwusu</td>
<td>469.3</td>
<td>44.284</td>
<td>85.817</td>
<td>224.7</td>
<td>Jan 1991–Sep 2007</td>
<td>P &amp; T</td>
</tr>
<tr>
<td>Wulumuqi</td>
<td>918.7</td>
<td>43.783</td>
<td>87.617</td>
<td>267.1</td>
<td>Jan 1951–Dec 2009</td>
<td>P &amp; T</td>
</tr>
<tr>
<td>Wusu</td>
<td>478.3</td>
<td>44.433</td>
<td>84.667</td>
<td>169.1</td>
<td>Jan 1957–Dec 2009</td>
<td>P &amp; T</td>
</tr>
<tr>
<td>Xiaoquzi</td>
<td>1871.8</td>
<td>43.483</td>
<td>87.100</td>
<td>552.1</td>
<td>Jan 1957–Sep 2007</td>
<td>P &amp; T</td>
</tr>
<tr>
<td>Kensiwat</td>
<td>885.0</td>
<td>43.950</td>
<td>85.417</td>
<td>345.0</td>
<td>Jan 1966–Dec 2007</td>
<td>P</td>
</tr>
</tbody>
</table>

Table 2. The MPLAPS and SPLAPS used in this study (the SPLAPS used in the previous is 45 mm km⁻¹ for year, here we convert it to corresponded value for day according to divided by the P_days). Min and Max is the minimum and maximum elevation in MRB respectively.

<table>
<thead>
<tr>
<th>MPLAPS</th>
<th>SPLAPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Month</td>
<td>Value (mm km⁻¹ day)</td>
</tr>
<tr>
<td>Jan</td>
<td>1.0</td>
</tr>
<tr>
<td>Feb</td>
<td>1.0</td>
</tr>
<tr>
<td>Mar</td>
<td>1.8</td>
</tr>
<tr>
<td>Apr</td>
<td>1.9</td>
</tr>
<tr>
<td>May</td>
<td>0.4</td>
</tr>
<tr>
<td>Jun</td>
<td>0.9</td>
</tr>
<tr>
<td>Jul</td>
<td>1.6</td>
</tr>
<tr>
<td>Aug</td>
<td>2.0</td>
</tr>
<tr>
<td>Sep</td>
<td>2.8</td>
</tr>
<tr>
<td>Oct</td>
<td>1.2</td>
</tr>
<tr>
<td>Nov</td>
<td>1.2</td>
</tr>
<tr>
<td>Dec</td>
<td>-0.4</td>
</tr>
</tbody>
</table>
Table 3. The MTLAPS and STLAPS used in this study. Min and Max is the minimum and maximum elevation in MRB respectively.

<table>
<thead>
<tr>
<th>Month</th>
<th>MTLAPS</th>
<th>STLAPS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value (° km⁻¹)</td>
<td>Elevation Range</td>
</tr>
<tr>
<td>Jan</td>
<td>4.7 Min–1800</td>
<td>–3.1 1800–Max</td>
</tr>
<tr>
<td>Feb</td>
<td>2.5 Min–1800</td>
<td>–3.3 1800–Max</td>
</tr>
<tr>
<td>Mar</td>
<td>–3.2 Min–Max</td>
<td></td>
</tr>
<tr>
<td>Apr</td>
<td>–5.7 Min–Max</td>
<td></td>
</tr>
<tr>
<td>May</td>
<td>–6.6 Min–Max</td>
<td></td>
</tr>
<tr>
<td>Jun</td>
<td>–7.0 Min–Max</td>
<td></td>
</tr>
<tr>
<td>Jul</td>
<td>–7.1 Min–Max</td>
<td></td>
</tr>
<tr>
<td>Aug</td>
<td>–6.4 Min–Max</td>
<td></td>
</tr>
<tr>
<td>Sep</td>
<td>–5.6 Min–Max</td>
<td></td>
</tr>
<tr>
<td>Oct</td>
<td>–4.2 Min–Max</td>
<td></td>
</tr>
<tr>
<td>Nov</td>
<td>–2.4 Min–Max</td>
<td></td>
</tr>
<tr>
<td>Dec</td>
<td>2.8 Min–1800</td>
<td>–3.2 1800–Max</td>
</tr>
</tbody>
</table>

Table 4. The statistical results of simulation by SWAT using the three precipitation schemes.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>PRECIP (mm yr⁻¹)</th>
<th>PET (mm yr⁻¹)</th>
<th>WTR YLD (mm yr⁻¹)</th>
<th>NSE</th>
<th>PBIAS (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPLAPS_SWS</td>
<td>334.1</td>
<td>271.6</td>
<td>238.3</td>
<td>0.72</td>
<td>–3.2</td>
</tr>
<tr>
<td>MPLAPS_SWS</td>
<td>343.5</td>
<td>282.5</td>
<td>248.8</td>
<td>0.69</td>
<td>–7.8</td>
</tr>
<tr>
<td>MPLAPS_KHZ</td>
<td>473.0</td>
<td>275.5</td>
<td>365.3</td>
<td>0.54</td>
<td>–56.6</td>
</tr>
</tbody>
</table>
Table 5. Pan-Evaporation of three weather stations at different elevation in mid Tianshan Mountains.

<table>
<thead>
<tr>
<th>Station</th>
<th>Pan-Evaporation (mm yr^{-1})</th>
<th>Elevation (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWS</td>
<td>1600</td>
<td>444</td>
</tr>
<tr>
<td>KHS</td>
<td>1500</td>
<td>885</td>
</tr>
<tr>
<td>Daxigou</td>
<td>950</td>
<td>3550</td>
</tr>
</tbody>
</table>

Table 6. The annual average outputs of simulation by SWAT using the three scenarios.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>SNOW M (mm)</th>
<th>SNOW S (mm)</th>
<th>SURF Q (mm)</th>
<th>GRND Q (mm)</th>
<th>ET (mm)</th>
<th>PET (mm)</th>
<th>WTR YLD (mm)</th>
<th>NSE</th>
<th>PBIAS (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario1</td>
<td>91.4</td>
<td>60.9</td>
<td>199.9</td>
<td>127.5</td>
<td>140.3</td>
<td>275.5</td>
<td>365.3</td>
<td>0.54</td>
<td>-56.6</td>
</tr>
<tr>
<td>Scenario2</td>
<td>133.7</td>
<td>47.3</td>
<td>192.4</td>
<td>128.4</td>
<td>128.3</td>
<td>261.5</td>
<td>354.1</td>
<td>0.57</td>
<td>-52.3</td>
</tr>
<tr>
<td>Scenario3</td>
<td>103.0</td>
<td>86.1</td>
<td>164.2</td>
<td>53.4</td>
<td>258.2</td>
<td>561.7</td>
<td>236.5</td>
<td>0.52</td>
<td>0.29</td>
</tr>
</tbody>
</table>
### Table 7. Parameters in calibration.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Initial value</th>
<th>Calibrated value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN</td>
<td>83–100</td>
<td>68–91</td>
<td>SCS curve number</td>
</tr>
<tr>
<td>GW_DELAY</td>
<td>15</td>
<td>7</td>
<td>Delay time for groundwater recharge (days)</td>
</tr>
<tr>
<td>ALPHA_BF</td>
<td>0.4</td>
<td>0.6</td>
<td>Baseflow recession constant of shallow aquifer (days)</td>
</tr>
<tr>
<td>ALPHA_BF_DP</td>
<td>0.05</td>
<td>0.02</td>
<td>Baseflow recession constant of deep aquifer (days)</td>
</tr>
<tr>
<td>GWQMN</td>
<td>250</td>
<td>900</td>
<td>The threshold water levels in shallow aquifer for baseflow (mm)</td>
</tr>
<tr>
<td>GW_REVAP</td>
<td>0.055</td>
<td>0.02</td>
<td>Groundwater re-evaporation coefficient</td>
</tr>
<tr>
<td>SSBLFMX</td>
<td>0.6</td>
<td>0.2</td>
<td>Maximum snow sublimation coefficient</td>
</tr>
<tr>
<td>SSBLFMN</td>
<td>0.2</td>
<td>0.1</td>
<td>Minimum snow sublimation coefficient</td>
</tr>
<tr>
<td>TIMP</td>
<td>0.005</td>
<td>0.04</td>
<td>Snow pack temperature lag factor</td>
</tr>
<tr>
<td>SMFMN</td>
<td>4</td>
<td>1</td>
<td>Minimum snow melt factor (mm H₂O day⁻¹ C⁻¹)</td>
</tr>
<tr>
<td>SMFMX</td>
<td>6.7</td>
<td>3.5</td>
<td>Maximum snow melt factor (mm H₂O day⁻¹ C⁻¹)</td>
</tr>
<tr>
<td>GMFMX</td>
<td>3</td>
<td>3.8</td>
<td>Maximum glacier melt factor (mm H₂O day⁻¹ C⁻¹)</td>
</tr>
</tbody>
</table>

a indicated the parameters added in two-reservoir approach; b indicated parameters added in the glacier module; initial value means that used in the previous study (Luo et al., 2012, 2013) and previous simulation in this study.

### Table 8. The NSE and PBIAS for the simulation by SWAT in MRB (the rating is based on rules given by Moriasi et al., 2007).

<table>
<thead>
<tr>
<th>Stage</th>
<th>NSE</th>
<th>Rating</th>
<th>PBIAS</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>calibration (1966–1980)</td>
<td>0.72</td>
<td>Good</td>
<td>–4.97</td>
<td>Very good</td>
</tr>
<tr>
<td>validation (1981–1999)</td>
<td>0.66</td>
<td>Good</td>
<td>–1.26</td>
<td>Very good</td>
</tr>
<tr>
<td>Whole Period</td>
<td>0.68</td>
<td>Good</td>
<td>–2.83</td>
<td>Very good</td>
</tr>
</tbody>
</table>
Fig. 1. The location of weather station in study area.

Fig. 2. Annual precipitation at different altitude by the corrected TRMM 3B43 data (1998–2009) in MRB.
Fig. 3. Monthly average precipitation at different elevation in MRB, using the corrected TRMM 3B43 data (1998–2009), the slope of the fitting line is the precipitation lapse rate.

Fig. 4. The temperature-elevation relationship based on the measured data of weather stations in mid Tianshan Mountains.
Fig. 5. Mean monthly precipitation in MRB (1961–1999, 39-yr averaged) calculated by the three schemes (SPLAPS SWS, MPLAPS SWS, MPLAPS KHS) and some gauge data around MRB in mountain area (above 1100 m a.s.l.).

Fig. 6. Contrast of snowfall in cold season (October to March) between glacier-HRU and non-glacier-HRU.
Fig. 7. The daily average water equivalent of snowpack, snowmelt and glacier melt on two typical glacier HRU (GHRU011076 = the glacier HRU is the 76th HRU and in 11th subbasin; GHRU021122 = the glacier HRU is the 122th HRU and in 21th subbasin).

Fig. 8. The influence of temperature and PET methods on the simulation of key parts of hydrologic process (Scenario 1 represents the combination of MPLAPS,STLAPS and Penman-Monteith method; Scenario 2 changes the STLAPS to MTPLAPS; Scenario 3 further changes the calculation method of PET as Hargreaves).
Fig. 9. Comparison of average daily streamflow simulated with different scenarios.

Fig. 10. Comparison of average daily streamflow of the calibrated, pre-calibrated and measured.
Fig. 11. Comparison of observed and simulated daily streamflow for calibration and validation periods.