Spatial extremes modeling applied to extreme precipitation data in the state of Paraná
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Abstract

Most of the mathematical models developed for rare events are based on probabilistic models for extremes. Although the tools for statistical modeling of univariate and multivariate extremes are well developed, the extension of these tools to model spatial extremes includes an area of very active research nowadays. A natural approach to such a modeling is the theory of extreme spatial and the max-stable process, characterized by the extension of infinite dimensions of multivariate extreme value theory, and making it possible then to incorporate the existing correlation functions in geostatistics and therefore verify the extremal dependence by means of the extreme coefficient and the Madogram. This work describes the application of such processes in modeling the spatial maximum dependence of maximum monthly rainfall from the state of Paraná, based on historical series observed in weather stations. The proposed models consider the Euclidean space and a transformation referred to as space weather, which may explain the presence of directional effects resulting from synoptic weather patterns. This method is based on the theorem proposed for de Haan and on the models of Smith and Schlather. The isotropic and anisotropic behavior of these models is also verified via Monte Carlo simulation. Estimates are made through pairwise likelihood maximum and the models are compared using the Takeuchi Information Criterion. By modeling the dependence of spatial maxima, applied to maximum monthly rainfall data from the state of Paraná, it was possible to identify directional effects resulting from meteorological phenomena, which, in turn, are important for proper management of risks and environmental disasters in countries with its economy heavily dependent on agribusiness.
1 Introduction

Statistical modeling of spatial extremes can be used to solve a number of real problems, both in the urban and rural environment. In many regions of Brazil, where long climatic records are available, it has been observed an increased frequency of extreme events that partly explains the growing number of natural disasters such as landslides and floods, which are responsible for an alarming number of deaths in large cities and disasters in the agricultural sector.

An example is the Southern region of Brazil, which has more favorable atmospheric conditions for storm formation in the Southern Hemisphere (Brooks et al., 2006). There has been a large increase of 109.5 extreme events year\(^{-1}\) during the period 1984 to 1993, to 127.4 extreme events year\(^{-1}\) for 1994–2003, for the State of Paraná (Marcelino et al., 2006). In January 2011, about 83 municipalities in the state of Paraná enacted emergency because of heavy rains. The civil defense recorded six deaths and about 930 000 people were affected. More than 26 000 people had to leave their homes throughout the state; rains caused damage estimated at USD 160 million. In the agricultural context, the study and quantification of the impacts of climate change on agriculture is of fundamental importance to the world, and particularly for Brazil and Latin America, which has its economy deeply dependent on agribusiness.

Most mathematical models developed for rare events are based on probabilistic models for extremes, adjusting the data through statistical techniques. Studies have shown that these techniques are insufficient to deal with the task of modeling georeferenced extremes or spatial extreme (Ribatet et al., 2011). Spatial extremes modeling attempts to describe the patterns existing in spatial data as well as establish, preferably in a quantitative manner, the relationship between different geographical variables and their extremes (Sang and Gelfand, 2010; Kunihama et al., 2012; Kojadinovic and Yan, 2012). Max-stable processes are the well-founded methodology for that Schlather and Tawn (2003), Hashorva (2006), Smith and Stephenson (2009), Coles and Tawn (1991) and Coles (1993).
The max-stable process arises from an infinite-dimensional generalization of Extreme Value Theory or Extreme Value Analysis (for short, EVA), which, in turn, provides a natural generalization of the extremal dependence structures in continuous spaces. This process was developed initially by De Haan (1984). Since then, several contributions such as Smith (1990), Schlather (2002), Kabluchko et al. (2009), Ribatet et al. (2011), Davison and Gholamrezae (2012) and Blanchet and Davison (2011) made it more suitable for real data. Recent applications for rainfall data can be found in Buishand et al. (2008), Smith and Stephenson (2009), Padoan et al. (2010), Davison et al. (2012), Sunyer et al. (2013), Uboldi et al. (2013), Gräler et al. (2013), Gilleland et al. (2013), snow extremes Blanchet and Lehning (2010), Blanchet and Davison (2011) and maximum temperature data Davison and Gholamrezae (2012).

The statistical modeling of spatial extremes can be used both in urban and rural environments. In many regions of Brazil, there has been an increase in the frequency of extreme events which, to some extent, explain the increasing number of natural disasters, such as landslides and floods, which, in turn, are responsible for an alarming number of deaths in large cities, as well as for disasters in the agricultural sector. Frosts, heat and cold waves, pouring rains, floods, dry spells, and other extreme events affect the crops, making the financial segment and the rural insurance segment sensitive to climate change.

This being the case, the research aims at: (1) modeling spatial extremes in order to contribute to the prediction of these, (2) evaluating the behavior of the extreme spatial models through cross-validation, together with the pairwise maximum likelihood estimation, (3) and quantifying, through maps, the risks associated with extreme weather data related to the State of Paraná.

2 Max-stable process

Max-stable processes are an extension of multivariate extreme value theory in infinite dimensions (Hsing et al., 2004). Thus, when trying to fit such processes to data, the
same difficulties arise as regards the finite dimensional case. Therefore we provide below a brief review of univariate and multivariate extreme value theory, and subsequently we present max-stable processes according to the models proposed in Smith (1990) and Schlather (2002).

2.1 Extreme value theory for univariate random variables

Let $Y_1, \ldots, Y_n$ be a sequence of independent and identically distributed (i.i.d.) random variables of the maximum monthly rainfall at a site. Let $M_n = \max\{Y_1, Y_2, \ldots, Y_n\}$ be the maximum value of $n$ monthly maximum rainfall values. In studying extreme rainfall values, we are interested in studying the distribution of $M_n$, not the distribution of $y_i$. If a sequence of pairs of real numbers $(a_n, b_n)$ exists such that each $a_n > 0$ and

$$
\lim_{n \to \infty} P\left[ \frac{M_n - b_n}{a_n} \leq y \right] = F(y),
$$

where $F$ is a non degenerate distribution function, then the limit distribution $F$ belongs to either the Gumbel, the Fréchet or the Weibull family (Coles, 2001). These distributions can be grouped into the generalized extreme value (GEV) distribution. By means of Eq. (1), it is possible, then, to estimate the asymptotic distribution of $\frac{M_n - b_n}{a_n}$ directly from the GEV distribution without making reference to the distribution of $Y_i$. The following probability density function, that includes the three types of distribution of extreme values, can be used to describe analytically a series of maximum monthly rainfall of a meteorological station

$$
F(y; \mu, \sigma, \xi) = \exp \left\{ -\left[ 1 - \frac{\xi(y - \mu)}{\sigma} \right]^{1/\xi} \right\},
$$

where $1 - \frac{\xi(y - \mu)}{\sigma} > 0, \sigma > 0$.

Shang et al. (2011), with GEV models presented an analysis of extreme values of the annual maximum rainfall in Debre Markos, Ethiopia.
2.2 Extreme value theory for multivariate random variables

Let \( \{Y_i = (Y_{i1}, \ldots, Y_{iK}), i = 1, 2, \ldots \} \) be a sequence of \( i.i.d. \) random variables of the maximum monthly rainfall at \( K \)-dimensional observation from a distribution function \( F \), in our study, \( K \) represents the number of meteorological stations, i.e., \( K = 232 \). The lack of a natural order in a \( K \)-dimensional space results in the fundamental difficulty of defining a multivariate extreme observation (Cooley et al., 2012). Similarly to the univariate case, to avoid degeneracy of the limiting distribution of \( M_n \), one looks for normalizing sequences, \( a_n \) and \( b_n \), with components \( a_{nj} > 0 \) and \( b_{nj} \in \mathbb{R} \), \( j = 1, \ldots, K \), such that,

\[
\lim_{n \to \infty} \mathbb{P} \left[ \frac{M_n - b_n}{a_n} \leq y \right] = F^n(a_n y + b_n) \to Z(y),
\]

(3)

for a \( K \)-dimensional distribution function \( Z \) with non-degenerate margins. Here and throughout all vector operations are intended componentwise. If (3) holds, \( F \) is said to belong to the domain of attraction of \( Z \), denoted by \( F \in D(Z) \), and \( Z \) is called a multivariate extreme value distribution function.

2.3 Max-stable processes for spatial random variables

Besides taking into consideration many stations, our study focuses on the extreme spatial dependence, for this, we take into account the geographic location of the meteorological stations, i.e., \( S \) be an arbitrary set \( \{Y_i(s)\}_{s \in S}, i = 1, \ldots, n \) be \( n \) repetitions of a continuous random process. Suppose there are two numerical sequences \( a_n(s) > 0 \) and \( b_n(s) \in \mathbb{R} \) such that

\[
\lim_{n \to \infty} \frac{\max_{i=1}^n Y_i(s) - b_n(s)}{a_n(s)} \to Z(s), s \in S.
\]

(4)

If \( Z \) is non degenerate, then, \( Z(s) \) is a max-stable process.
The Eq. (4) shows that the class of limiting processes corresponds to the class of max-stable processes, and therefore justify their use for modeling extreme spatial rainfall maxima, for example. De Haan (1984) proposed a general way of constructing such max-stable processes, from which Smith (1990) and Schlather (2002) derived particular cases that may be used in practice. We detail such representations in the next two sections.

2.4 Smith’s Model

Smith’s Storm Model: let \( \{(\eta_i, w_i), i \in \mathbb{N}\} \) denote the points of a Poisson process on \((0, \infty) \times \mathbb{R}^2\) with intensity \( \eta^{-2} d\eta \times \nu(dw) \), where \( \nu \) is a positive measure in \( \mathbb{R} \). Let \( \{f(w, s), w \in \mathbb{R}^d, s \in S\} \) denote a non-negative function for which, for all \( s \in S \),

\[
\int_{\mathbb{R}^d} f(w, s) \nu(dw) = 1.
\]

Then the random process.

\[
Z^* = \{\max_{i \in \mathbb{N}} \{\eta_i f(w_i, s)\}, s \in S\} \tag{5}
\]

is max-stable process.

Smith (1990) gives the following physical interpretation to the process defined in Eq. (5):

1. the space \( \mathbb{R}^d \) can be interpreted as a space of “storm centers”, for example, “storm locations”;

2. the function \( f(w_i, \cdot) \) represents the shape of a storm centered at \( w_i \), whereas \( \eta \) refers to a storm magnitude;
3. finally, \( \eta_i f(w_i, s) \) represents the amount of rainfall received at location \( s \) for a storm of magnitude \( \eta_i \) centered at \( s \) and \( Z^*(\cdot) \) in Eq. (5) is the maximum rainfall received at \( s \) over an infinite number of independent storms.

While for \( K \geq 2 \) the general \( K \)-dimensional distribution function under the max-stable process representation Eq. (5) has no analytical tractable form, a class of spatial model for which the bivariate distribution is tractable is obtained by considering \( f \) to be a Gaussian density in \( \mathbb{R}^d \) and \( \nu \) the Lebesgue measure (Padoan et al., 2010). \( f \) is equation is a bivariate gaussian density and \( \nu \) is a Lebesgue measure. In this case, for locations \( s_1 \) and \( s_2 \) the bivariate distribution function is defined by

\[
P[Z(s_i) \leq z_i, Z(s_j) \leq z_j] = \exp \left[ -\frac{1}{z_i} \Phi \left( \frac{a(h)}{2} + \frac{1}{a(h)} \log \frac{z_i}{z_j} \right) - \frac{1}{z_j} \Phi \left( \frac{a(h)}{2} + \frac{1}{a(h)} \log \frac{z_j}{z_i} \right) \right],
\]

where \( h = (s_1 - s_2)^T \), \( \Phi \) is the standard gaussian distribution function, \( a(h) = (h^T \Sigma^{-1} h)^{1/2} \) is the Mahalanobis distance and \( \Sigma \) is the \( d \)-dimensional covariance matrix of \( f \), with, when \( d = 2 \), covariance \( \sigma_{12} \) and SD \( \sigma_1, \sigma_2 > 0 \).

### 2.5 Schlather’s Model

**Schlather’s Storm Model**: let \( W(\cdot) \) denote a stationary process in \( \mathbb{R}^d \) so that \( E[\max\{0, W(s)\}] = 1 \) and \( \{\eta_i, i \in \mathbb{N}\} \) denotes points of a Poisson process on \( \mathbb{R}_+ \) with intensity measure \( \eta^{-2} d\eta \). Then the process defined by

\[
Z^* = \max_{i \in \mathbb{N}} \{\eta_i\} \times \max \{0, W_i(s)\},
\]

where \( W_i(\cdot) \) are \( i.i.d. \) copies of the random process \( W(\cdot) \) is a stationary max-stable process with unit Fréchet margins.

Like Smith’s model, the process defined in Eq. (7) also has a simple interpretation. Imagine \( \eta_i W_i(\cdot) \) as daily spatial rainfall events, differing only in their magnitudes \( \eta_i \).
The difference with Smith’s model is that the shape of the storms is driven by a random process \( W(\cdot) \) in Eq. (7) instead of being given by a deterministic function \( f \) in Eq. (5). Actually, Smith’s model can be seen as a particular case of Schlather’s model when \( W_i(s) = f_0(w - s_i) \) where \( f_0 \) is a probability density function and \( s_i \) is a homogeneous Poisson process on \( \mathbb{R}^d \).

Additional assumptions are again needed to obtain useful models from Eq. (7). Schlather (2002) proposes to adopt \( W_i(\cdot) \) as the positive part of a stationary Gaussian process with correlation function \( \rho(h) \) scaled so that \( E[\max\{0, W_i(s)\}] = 1 \). In this work, nine correlation functions were adopted. Based on these new assumptions, it can be shown that the bivariate cumulative distribution function is defined by

\[
P[Z^*(s_1) \leq z_1, Z^*(s_2) \leq z_2] = \exp\left[ -\frac{1}{2} \left( \frac{1}{z_1} + \frac{1}{z_2} \right) \left( 1 + \sqrt{1 - 2(\rho(h) + 1) \frac{z_1 z_2}{(z_1 + z_2)^2}} \right) \right],
\]

where \( h \in \mathbb{R}_+ \) is a vector of Euclidean distances \( \|s_1 - s_2\| \) between two stations.

### 2.6 Spatial dependence and the extremal coefficient

In literature there are many related metrics to quantify the dependence of the tail when the random vector exhibits asymptotic dependence. In this work we use two metrics: the extremal coefficient (Schlather and Tawn, 2003), which is easily interpretable and madogram (Cooley et al., 2006), which has ties to the semivariogram.

Let \( Z(\cdot) \) be a stationary max-stable random field with unit Fréchet margins. The extremal dependence at locations \( K \) fixed in \( S \) can be summarized by the extremal coefficient \( \theta_K \), defined as

\[
P[Z(s_1) \leq z, \ldots, Z(s_K) \leq z] = \exp\left( -\frac{\theta_K}{z} \right),
\]

and ranging in \( [1, K] \) with the lower and upper limits corresponding to complete dependence and independence. Thereby \( \theta_K \) provides a measure of the degree of spatial dependence.
dependence between stations. It can be conveniently handled as the effective number of independent stations.

A special case of Eq. (9) is to consider the two-dimensional case of extremal coefficient defined by

$$P[Z(s_1) \leq z, Z(s_2) \leq z] = \exp \left\{ -\frac{\theta_{s_1s_2}}{z} \right\}. \quad (10)$$

The bivariate extremal coefficient $\theta_{s_1s_2}$ provides sufficient information about the extremal dependence in many practical problems, although it does not characterize the full distribution.

The extremal coefficient functions for Smith’s and Schlather’s max-stable models are obtained straightforwardly by substituting $z_1$ and $z_2$ by $z$ in the bivariate distributions (7) and (10). For Smith’s model, this gives according to Eq. (6),

$$\theta_{s_1s_2} = 2\Phi(a(\|s_1 - s_2\|)/2). \quad (11)$$

For Schlather’s model, we obtain

$$\theta_{s_1s_2} = 1 + \left\{ 1 - \rho(\|s_1 - s_2\|) \right\}^{1/2}. \quad (12)$$

A standard tool, similar to the variogram, is the Madogram, (Neves and Gomes, 2011), defined as $\nu(s_1 - s_2) = E[\|Z(s_1) - Z(s_2)\|]$. As estimators for Madogram, there are pairwise estimator, the binned pairwise estimator (if isotropy) and, by relation between pairwise extremal coefficient and the Madogram, the plug-in estimator for pairwise extremal coefficient.

### 2.7 Estimation and selection procedure

Statistical models are usually estimated by maximizing the full likelihood for all observations. For spatial models, observations are usually available at a large number of
sites, e.g. 232 weather stations in the application of Sect. 3. However only the bivariate distributions are available both in Schathler’s and Smith’s model models. Consequently the full likelihood for all the available sites is unreachable in real applications. Therefore Padoan et al. (2010) proposed to replace the unreachable full likelihood by the pairwise likelihood of Varin (2008). This idea was latter used by Blanchet and Davison (2011), Davison et al. (2012) and Davison and Gholamrezaee (2012).

Let \( K = \{s_1, \ldots, s_K \} \subset S \) denote the \( K \) observed sites used to fit the max-stable model in the region if interest \( S \). Let \( z^{(i)}_d \) denote the \( d \)th observed maximum for the \( i \)th station, transformed so that time-series \( (z^{(i)}_1, \ldots, z^{(i)}_D) \) at each station have unit Fréchet distributions. In the application of Sect. 3 we will have \( D = 36 \) years and \( K = 232 \) weather stations. Let \( f(z_i, z_j; \psi) \) be the bivariate density for the \( i \)th and \( j \)th locations, parametrized by some parameter vector \( \psi \). Then the pairwise log-likelihood function can be written as

\[
I_p(\psi; z) = \sum_{i<j} \sum_{d=1}^D \log f \left( z^{(i)}_d, z^{(j)}_d; \psi \right).
\]

Under suitable regularity conditions, the maximum pairwise maximum likelihood estimator \( \hat{\psi} \) has a limiting normal distribution as \( D \to \infty \), with mean \( \psi \) and covariance matrix of sandwich form estimable by

\[
\hat{\psi} \sim N(\psi, H(\psi)^{-1}J(\psi)H(\psi)^{-1}),
\]

where \( H(\psi) = E \) is Fisher Information matrix and \( J(\psi) = \text{Var} \). In practice, in order to estimate \( \psi \) and its uncertainty, we first maximize the pairwise likelihood Eq. (13), which gives an estimate \( \hat{\psi} \). We used for this the sequential algorithm of Blanchet and Davison
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Then estimates of $H$ and $J$ are obtained by:

$$\hat{H}(\hat{\psi}) = -\sum_{i<j} \sum_{d=1}^D \frac{\partial^2 \log f(y_d^{(i)}, y_d^{(j)}; \psi)}{\partial \psi \partial \psi^T};$$

$$\hat{J}(\hat{\psi}) = \sum_{i<j} \sum_{d=1}^D \frac{\partial \log f(y_d^{(i)}, y_d^{(j)}; \psi)}{\partial \psi} \frac{\partial \log f(y_d^{(i)}, y_d^{(j)}; \psi)}{\partial \psi^T},$$

and standard errors of $\psi$ are obtained as the diagonal elements of the covariance matrix $\hat{H}^{-1}(\hat{\psi}) \hat{J}(\hat{\psi}) \hat{H}^{-1}(\hat{\psi})$. Furthermore, model selection can be performed using Takeuchi Information Criterion (TIC) extended in the composite likelihood setting, which is given by:

$$\text{TIC} = -2\ell(\hat{\psi}) + 2Tr\left\{\hat{J}(\hat{\psi}) \hat{H}^{-1}(\hat{\psi})\right\}. \quad (14)$$

In accordance to AIC, the best model corresponds to that minimizing Eq. (14).

### 3 Application to rainfall data from the state of Paraná

The data used in this study are derived from historical data provided by the National Water Agency (referred to, in Portuguese, as ANA), an entity linked to the Ministry of Environment (referred to, in Portuguese, as MMA). The data were organized into two matrices, as follows: The first matrix of dimensions $136 \times 232$ is the maximum monthly amount of rainfall in millimeters (mm) of the state of Paraná, each column corresponding to a weather station. The monthly maxima are extracted from daily measurements of precipitation that are read at about 7.30 a.m. from the months of January to April, which refers to the period of greatest concentration of grain harvest in the state. The original data set consists of 262 weather stations, although 30 of these stations were used for model validation.
The second matrix of dimensions $232 \times 4$ represents the coordinates of the weather stations and the covariates that may possibly influence the dependence of extreme rainfall data from the state of Paraná, each column corresponding to respectively the latitude, longitude, altitude and mean rainfall from the 232 stations; the covariate altitude was measured in kilometers, which is the same scale as the latitude and longitude.

In order to maintain the geographical structure with both economic and social similarities as regards the state of Paraná, three stations from each mesoregion were randomly selected for the models validation. Thus, these stations were spatially well distributed throughout the state of Paraná, as can be seen in Fig. 2. The distances between stations were measured in kilometers. The topography of the state of Paraná, as seen in Fig. 1, shows the importance of the climatological covariates altitude, since about 52% of the territory of Paraná is above 600 m and 89% above 300 m; only three percent are below 200 m. The morphologic picture is dominated by flat surfaces arranged in high altitude, forming plateaus forming the Serra do Mar and General (mountain ranges). Five units of land relief expand from east to west, in the following order: Coastal Lowlands, Serra do Mar, Crystalline Plateau, Paleozoic Plateau and Basalt Plateau. In this paper the Smith’s and Schalther’s models for maximum monthly rainfall data will be used, also used by Blanchet and Davison (2011). Four possible coordinates are considered for spatial modeling: longitude, latitude, altitude, and mean rainfall.

It is important to note that the assumptions associated with the GEV distribution were checked punctually for each of the 262 weather stations. The Fig. 3 shows the fitted distributions for some regions. Most of the distributions are asymmetric to the right. In this context, the GEV distribution has good fits because it is a family of asymmetric distributions as described in Sect. 2.1. The Fig. 4 shows the diagnostics of the fitted distribution through the QQ-plot.

For Schalther’s model, the following correlation functions were used: Cauchy, Exponential Powered, Matérn, Circular, Cubic, Gneiting, Exponential, Spherical and Gaussian, each of these correlation functions have one or two parameters, although correlation functions of the types Spherical, Circular, Cubic and Gneiting have upper limit. All
these correlation functions are such that \( \rho(h) \to 1 \) when \( h \to 0^+ \) and \( \rho(h) \to 0 \) when \( h \to +\infty \). As mentioned at the end of Sect. 2.6, this limits the Schlather’s model extremal coefficient to correspond to dependent data. However, Blanchet and Davison (2011) claim that such assumptions are justified in modeling spatial dependence of extreme snow depth in Switzerland.

Different combinations of the coordinates previously mentioned are considered. In all cases, longitude and latitude are used. The isotropic and anisotropic processes for Smith’s and Schlather’s models are also considered. In total, 60 types of models were considered. Other variables could be considered in this study, such as temperature, humidity and maximum wind speed, which are also collected at weather stations. However, these relatively poor quality, with many missing data and, in many cases, presenting negative values, decided not to use them. Cooley et al. (2012), Fuentes et al. (2013), Blanchet and Davison (2011) and De Haan and Pereira (2006), are faced with the same problem.

Continuing the analysis, a comparison was made among the models using the TIC criterion (see Sect. 2.7). The values of the TIC profile are shown in Fig. 5. There are relatively small differences between them, although Matérn, Powered Exponential and Cauchy correlation functions have obtained the lowest values of TIC; these correlation functions are governed by two parameters. It can also be observed (Fig. 5) that, as the climatological covariates mean rainfall and altitude are added in different models, there is a considerable decrease in the values of the TIC for Matérn, Powered Exponential and Cauchy correlation functions.

These results are in agreement with Diggle et al. (1998), when referring to the flexibility of these functions which shape processes more or less distinguishable. It can be observed in Fig. 5 that the Gneiting, Cubic, Circular, Spherical and Gaussian correlation function obtained a higher value of TIC. These correlation functions are governed by only one parameter and these results corroborate Webster and Oliver (2007), when they state that in practice most of these functions have some kind of restriction.
In general, Schlather’s model performed better than Smith’s model, whatever the chosen correlation function. In particular, the models that performed poorly correspond to models in Euclidean space. These results corroborate Blanchet and Davison (2011), when they defend the importance of working in a transformed space in order to allow for anisotropy. Models where neither the altitude nor the mean rainfall are considered also obtained poor results. Therefore, in this study, it can be stated that these climate coordinates are very important in modeling extreme rainfall and thereby that models which consider them should be preferred.

According to the TIC value, the best fit is given by Schlather’s model with Powered Exponential correlation function, and a 4-dimensional transformed space \( S \) with coordinates (longitude, latitude, altitude, mean rainfall). This means that a matrix is estimated in four dimensions and thus it has four parameters: the directional effect \( \vartheta \), latitude \( \phi_2 \), altitude \( \phi_3 \) and mean rainfall \( \phi_4 \) (Blanchet and Davison, 2011). The range \( \phi \) and smoothness \( \nu \) parameters of the Powered Exponential correlation function are also estimated, for a total of six parameters, whose estimates and standard errors are shown in Table 1. The second best fit model is given by Schlather’s model with Powered Exponential correlation function and a three-dimensional transformed space \( S \) with coordinates (longitude, latitude, mean rainfall). In this case, a three-dimensional matrix is estimated (see Blanchet and Davison, 2011). Thus, the second best fit is similar to the above but without the covariate altitude \( c_3 \), for a total of five parameters.

The third best model is similar to the first but with another correlation function, that is, Cauchy correlation function. These two models act similarly, given that the covariates mean rainfall and altitude provide information about the local variability of rainfall. According to Fig. 5 it is possible to perceive the importance of using both covariates; however, there is a small increase in TIC when using only one of covariates. The worst performances are assigned to Smith models, both in the isotropic and in the anisotropic cases, which, in turn, confirm the results obtained by Blanchet and Davison (2011).

It is no surprise that in Table 1, for the model with the lowest value of TIC, the mean rainfall is the most influential covariate in the climate distance and thus in the extremal
dependence function. This means that dependence between two stations at the same altitude is the same at a distance of 10 km from one another along the main direction of dependence, that is, an angle of \( \theta = -0.20 \) radians in the sense of an Argand diagram, at the same elevation but 2 km apart perpendicularly to the main direction of dependence, and at the same latitude and longitude but 322 m apart in elevation, are all equal.

It is observed that the model with the lowest TIC available in Table 1, takes into account the covariates altitude and mean rainfall. Since these covariates have an influence on the model, it is necessary to interpolate these two covariates in order to obtain the pairwise extremal coefficient everywhere in the region for the covariate elevation. The spatial kriging is performed with a spatial resolution of 90 m \( \times \) 90 m, giving 5.935 \( \times \) 8.305 gridded points on the state of Paraná. The same process was successfully used by Blanchet and Davison (2011), in the modeling of extreme snow in Switzerland.

It can be observed in Fig. 6 the estimated maps of pairwise extremal dependence under the max-stable model with the correlation function exponential described in Table 1. Figure 6 clearly shows the effect of covariates elevation; one can also observe a weak extremal dependence. The results suggest that the elevation may influence the extreme value dependence. In other words, the flatter regions have a greater spatial dependence of rainfall than the regions with higher elevation. In this context, two points at same altitude will have exactly the same dependence. So if the difference in altitude is 0, then this term is zero. But what is true is that \( \hat{c}_3 \) is very large, so small difference in altitude will impact a lot on the extremal coefficients. This is mainly due to the fact that precipitation occurs when the air mass rises along with the set of mountains and finds lower temperatures, but from a certain altitude, when the air humidity decreases, precipitation also decreases.

Therefore, in the case of dependence of rainfall maxima, there are indications that the altitude has a negative effect on dependence. There are some practical implications related to this this fact. The first refers to risk management in agriculture. When
a high amount of rainfall occurs in the harvest seasons, there may be losses due to the inability to use the machinery to harvest. The results then may support the decision of deploying weather stations when the variable of interest refers to maximum rainfall. Regions with high spatial dependence would need much fewer stations than regions of low dependence. The idea is to use a few stations that have high representation of maximum rainfall in certain regions, and vice versa. This reduces the cost of obtaining, installing and maintaining manual and automatic weather stations.

In Fig. 7 is shown the spatiotemporal annual extreme precipitation behavior. It can be observed that with the exception of 1970’s, the annual precipitation extremes occur predominantly in the southwest region of the state of Paraná. This behavior can be associated with the distribution of terrain (see Fig. 2) which can promote the process of moist air vertical ascent, causing adiabatic cooling and, consequently, the formation of clouds and precipitation. Additionally, studies have identified the influence of the El Niño Southern Oscillation (ENSO) on the extreme precipitation events in southern areas of Brazil (Grimm and Tedeschi, 2009; Pscheidt and Grimm, 2008). The South of Brazil is a region where ENSO episodes have strong and consistent impacts on rainfall extreme events. Pscheidt and Grimm (2008) showed that the variability of monthly rainfall and the number of severe events in the South of Brazil is mainly modulated by Sea Surface Temperature (SST) variability associated with ENSO. As the last decades presented strong noticed historical El Niños (1986–1987, 1991–1992, 1993, 1994 and 1997) they influenced the annual precipitation extreme events. As described above, the southern Brazil is impacted by El Niño/La Niña, with intense rain/drought during those events which results in positive or negative impact on agriculture (Grimm et al., 1998).

### 3.1 Validation of the models

For an initial verification of the quality of the selected model, we compare the prediction of extremal coefficient obtained by substituting the parameters involved in Eq. (10) for their respective estimates found in Table 1, with the estimated madograma based on Cooley et al. (2006). Since the extremal coefficient defined in Eq. (10) is based on
the distance between weather stations, we graphically evaluate extremal coefficient in terms of distance. Figure 8 presents these comparisons for the model that had the best performance as compared to TIC. Estimators Schlather and Tawn (2003) produce essentially the same image, but with a slightly higher variability. Model fitting performs well to a climate distance of 1.300, and then it underestimates. It was expected a madogram limit of about 1.8. However, it cannot be achieved with the Schlather’s model; (see Sect. 2.6). This result confirms Davison et al. (2012) in a study of maximum rainfall in a historical series from 1962 to 2008 in the Swiss Plateau and Blanchet and Davison (2011), in modeling the spatial dependence of extreme snow depth in Switzerland.

Continuing the analysis, 30 weather stations are used to validate the model (approximately 11% of the weather stations), as shown in Fig. 9. The model validity is verified and the empirical distribution of the maxima is compared to subsets of stations, i.e., \( Z^*_A = \max \{Z^*(s_i), s_i \in A\} \), with maxima predicted by the selected model. The distribution of \( Z^*_A \) under the selected model is known analytically only when \( A \) includes two stations. However, the samples of \( Z^*_A \) can be simulated for any given \( A \).

Since realizations \( z^*_A \) of \( Z^*_A \) are available for \( D = 36 \) years, one can compare the empirical quantiles of \( Z^*_A \) with simulated ones. More precisely, given a subset \( A \), we simulate \( T \) independent series \( z^*_{A}(T) \) of length \( D \), and thereby obtain \( T \) replicates of the observed Fréchet series. Ordered values of observed \( z^*_A \), can then be compared with ordered values of the \( z^*_{A}(T) \). Pointwise and overall confidence bands can also be derived from these simulations (Davison, 1997). Validation test can also be found in Gagnon and Rousseau (2014), the authors validated a regional transformed model and to evaluate climate change impacts over a watershed in the subwatershed of the Yamaska River, located south of the St. Lawrence River, Québec, Canada.

The Fig. 9 uses this approach in order to compare theoretical and empirical distributions for different groups of two, three or four weather stations taken from the 30 not used to fit the model, some groups being tightly clustered, and others being dispersed. The fit seems to be reasonably satisfactory in all cases. Even when there is a considerable distance between the stations, the data seem to be well modeled, despite the
mismatch between fitted and empirical pairwise extremal coefficients at such distances seen in Fig. 8.

4 Conclusions

The models and methods described here are considered as a step towards realistic and flexible modeling of maximum space, in agreement with the classical paradigm for max-stable processes and spatial extreme distributions. They are based on the models proposed by Smith (1990) and Schlather (2002).

Our application involved broader classes of functions, such as splines that, in principle, present no difficulty in their use, provided that the data are reliable. In many works of spatial extremes, simpler functions are commonly used, such as the application of a polynomial response surface for marginal parameters, which in turn does not take into account the max-stable process. In particular, the model can be represented in more flexible manner even in regions weakly dependent, involving a change in the Euclidean distance. Consequently, it enables the modeling of the directional effects resulting from environmental phenomena.

The impacts of climate changes on agriculture involve economic, environmental and social issues for the agricultural sector, related to identifying opportunities and managing risks. The study of spatial extremes provides the financial and the rural insurance segments with information to assist them in their decision-making processes in risk management, in a scenario of increased frequency and intensity of extreme events, as well as variation, considering the long-term meteorological phenomena.
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**Table 1.** Parameter estimates (with standard errors) and TIC of Schlather’s isotropic model for the maximum monthly precipitation, considering the coordinates latitude, longitude covariate altitude in kilometers added to the rainfall covariate mean.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameter Estimates (with standard errors)</th>
<th>TIC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anisotropic Schlather Model</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cauchy</td>
<td>$\hat{\phi}$: $-0.179(0.017)$, $\hat{c}_2$: $6.103(0.714)$, $\hat{c}_3$: $316.911(18.320)$</td>
<td>$684.586(26.512)$, $0.495(3.397)$, $0.399(0.109)$</td>
</tr>
<tr>
<td></td>
<td>$\hat{c}_4$, $\hat{\phi}$, $\hat{\nu}$</td>
<td></td>
</tr>
<tr>
<td>Powered Exponential</td>
<td>$\hat{\phi}$: $-0.200(0.016)$, $\hat{c}_2$: $4.390(0.776)$, $\hat{c}_3$: $31.009(12.968)$</td>
<td>$457.278(14.280)$, $168.276(3.758)$, $0.790(0.086)$</td>
</tr>
<tr>
<td></td>
<td>$\hat{c}_4$, $\hat{\phi}$, $\hat{\nu}$</td>
<td></td>
</tr>
<tr>
<td>Matérn</td>
<td>$\hat{\phi}$: $-0.181(0.018)$, $\hat{c}_2$: $4.818(1.921)$, $\hat{c}_3$: $20.394(4.883)$</td>
<td>$37.834(4.818)$, $601.627(3.448)$, $0.128(0.078)$</td>
</tr>
</tbody>
</table>
Figure 1. Topographical of the state of Paraná for which daily precipitation data are available at meteorological stations. Location of the weather stations used in the modeling of spatial extremes (green) and in the model validation (brown).
Figure 2. Location of the weather stations used in the modeling of spatial extremes (green) and in the model validation (brown).
Figure 3. Fitting the generalized extreme value (GEV) distribution to the maximum monthly precipitation data for some counties in the state of Paraná.
Figure 4. QQ-plot of the Generalized Extreme Value distribution.
Figure 5. Scale values of TIC for all $6 \times 9$ fitted Schlather models. Ranges from 1 to 6 wherein: the nine Schlather isotropic models with covariates latitude and longitude (scale 1); Schlather nine isotropic models with covariates latitude, longitude and altitude (scale 2); Schlather nine anisotropic models with covariates latitude and longitude (scale 3); Schlather nine anisotropic models with covariates latitude, longitude and altitude (scale 4); Schlather nine anisotropic models with covariates latitude, longitude and precipitation (scale 5); Schlather nine anisotropic models with covariates latitude, longitude, altitude and rainfall (scale 6).
**Figure 6.** Pairwise extremal coefficient of Barbosa Ferraz, Paranavaí, Cascavel and Castro (white circles) predicted by max-stable process under the selected model.
Figure 7. Annual maximum interpolation of the last four decades of the state of Paraná.
Figure 8. Extremal coefficient for pairs of weather stations as a function of the distance between them, in Euclidean space (left plot) or transformed space (right). The red curve is the extremal coefficient curve adjusted to the max-stable model corresponding to Schlather’s anisotropic model.
Figure 9. Comparison of theoretical and empirical quantiles for monthly maxima of groups of stations not used in the fitting. The stations used for each panel are shown in its map, and the envelopes are 95% pointwise and overall confidence bands obtained from $J = 5,000$ simulations.