Sub-daily runoff simulations with parameters inferred at the daily time scale
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Abstract

Concentration times in small and medium-sized watersheds (∼100–1000 km²) are commonly less than 24 h. Flood-forecasting models then require data at sub-daily time scales, but time-series of input and runoff data with sufficient lengths are often only available at the daily time scale, especially in developing countries. This has led to a search for time-scale relationships to infer parameter values at the time scales where they are needed from the time scales where they are available. In this study, time-scale dependencies in the HBV-light conceptual hydrological model were assessed within the generalized likelihood uncertainty estimation (GLUE) approach. It was hypothesised that the existence of such dependencies is a result of the numerical method or time-stepping scheme used in the models rather than a real time-scale-data dependence. Parameter values inferred showed a clear dependence on time scale when the explicit Euler method was used for modelling at the same time steps as the time scale of the input data (1–24 h). However, the dependence almost fully disappeared when the explicit Euler method was used for modelling in 1 h time steps internally irrespectively of the time scale of the input data. In other words, it was found that when an adequate time-stepping scheme was implemented, parameter sets inferred at one time scale (e.g., daily) could be used directly for runoff simulations at other time scales (e.g., 3 or 6 h) without any time scaling and this approach only resulted in a small (if any) model performance decrease, in terms of Nash–Sutcliffe and volume-error efficiencies. The overall results of this study indicated that as soon as sub-daily driving data can be secured, flood forecasting in watersheds with sub-daily concentration times is possible with model-parameter values inferred from long time series of daily data, as long as an appropriate numerical method is used.
1 Introduction

In regions, such as Central America, where floods occur frequently and watersheds are usually small- or medium-sized with concentration times smaller than 24 h, there is a demand for flood-forecast models at sub-daily time scales. Applications of such hydrological models rely on the availability of good and sufficiently long time series of sub-daily observational data (e.g. rainfall and discharge) to infer model-parameter values. However, long time series at sub-daily time scales are commonly rare, especially in developing countries. If data are at all available, they are often available at a coarse time scale (e.g. daily or monthly). Depending on watershed size and the dominant runoff mechanism, watershed response can be slow or fast. The response time in a 100 km² watershed dominated by infiltration-excess overland flow can be around 2 h while in another watershed of the same size, dominated by saturation-excess overland flow, the response time can be around a day (cf. Fig. 2 in Blöschl and Sivapalan, 1995). Many watersheds globally, and especially in Central America, are characterised by sub-daily concentration times.

To bridge the gap between the daily to monthly observational scale and the sub-daily process scale, some scaling or regionalisation procedure is needed. One procedure is to use parameter sets inferred at daily or larger time scales to simulate runoff at sub-daily time scales. This procedure is applicable when a time series of sub-daily input data is or can be made available to drive the model, but this method has been criticised because of poor model performance (Bastola and Murphy, 2013). Some authors suggest that there are time-scale dependencies of model parameters, and if time-scale relationships of the most sensitive parameters can be found, model parameter inference at sub-daily time scales will not be necessary (Bastola and Murphy, 2013; Littlewood and Croke, 2008; Ostrowski et al., 2010; Wang et al., 2009, 2011). It is expected that model performance will improve with time scaling of the parameters, rather than using them without it, and many of these authors report strong time-scale relationships of model parameters. However, their models use simple
numerical methods at any time step to solve the equations (e.g. explicit Euler). These relationships have been questioned because of erratic behaviour when these types of numerical methods are used (Kavetski and Clark, 2011; Kavetski et al., 2011; Michel et al., 2003), and because the strength of the time-scale dependencies of the parameters has been shown to depend on the numerical method used (Kavetski et al., 2011).

In this study, it was hypothesised that time-scale dependencies of the parameters of a conceptual hydrological model are caused by the numerical method or time-stepping scheme. The investigation was carried out within the generalized likelihood uncertainty estimation (GLUE) framework and intended to answer the following questions:

- Are time-scale dependencies of the parameters of a rainfall–runoff model found regardless of the time-stepping scheme?
- Does model performance change when parameter sets inferred at one time scale are used at other time scales without scaling?
- Can models simulate daily runoff more accurately with sub-daily rather than daily input data?

The motivation of this study was to explore the possibilities to simulate runoff at sub-daily time scales where data may not be available. It was considered that using data typically found in a developing country that frequently suffers the detrimental effects of floods would fit the purpose of this study.

2 Material and methods

2.1 Study site

The climate of Central America is highly variable in time and space and the effects of this variability on water resources and natural disasters, such as floods, need to be...
better understood. Few hydrological studies within this region are found in literature (e.g. Westerberg et al., 2011). This can be partly attributed to data limitations including limited measurements, poor data quality and difficulties accessing the available hydro-meteorological data (Reynolds, 2012).

In Panama, the Panama Canal watershed is an important contributor of the economy with the canal operations and related activities generating almost 10 % of the national gross domestic product (GDP) (Harmon, 2005). This watershed has a denser hydro-meteorological network than the rest of the country.

This study was performed on the tropical Boqueron River basin, which is located within the Panama Canal watershed (Fig. 1) and predominantly covered by forests. The 91 km$^2$ basin and its 17 km long main river drain to Lake Alajuela and elevation ranges from 100 to 980 m.a.s.l. (USGS, 2015). The climate is characterised by a dry season (January–April) and a wet season (May–December). The mean annual rainfall and runoff are 3800 and 2728 mm y$^{-1}$ respectively (based on the period between 1997 and 2011).

2.2 Model forcing and runoff data

Hourly precipitation data were available from stations within and neighbouring the Boqueron River basin for the period 1997–2011. The areal precipitation was estimated based on Thiessen polygons. Precipitation datasets at different time scales were generated by aggregating the hourly data to 3-, 6-, 12- and 24-hourly time series.

Long-term daily mean values of potential evapotranspiration were estimated using daily pan evaporation data, available for the period 1985–2010, from the Tocumen station, located about 36 km south-east of the basin.

Discharge data were available for the period 1997–2011 from the Peluca station, located at the outlet of the Boqueron River basin. The available 15-min discharge data were aggregated to 1-, 3-, 6-, 12- and 24-hourly time series and then converted to runoff.
Runoff observation uncertainty was estimated based on Westerberg et al. (2014), who use 35 stations in Honduras with good-quality rating curves and assume that other stations in the region have similar errors. As a conservative estimate, an additional 5% stage error was added to the uncertainty bounds.

The data were quality controlled for possible inconsistencies. First, the long-term consistency of the data was evaluated by comparing the long-term runoff coefficient ($R_{C,LT} = 72\%$) to $R_C$ of each individual year. A variation of less than ±10% was found (i.e. 62–80%). This was considered to be an indication that the rainfall–runoff data were reasonably consistent. Secondly, the hourly runoff and rainfall data were visually compared to evaluate the consistency on event scale. It was assumed that no runoff responses were possible after the average response time of the basin (estimated to be $\sim 2–6$ h by visual inspection). A threshold of 6 h of possible delay between rainfall and runoff responses was assumed. Runoff with longer response time than this threshold were removed and set as missing values. Additionally, observed runoff responses with larger volumes than their precedent rainfall pulses (within the delay threshold) were removed. Observed runoff responses without any observed rainfall were also removed and set as missing values.

2.3 Model scheme

The HBV model (Bergström, 1976) is a conceptual hydrological model which simulates river runoff through four different routines using precipitation, temperature and potential evapotranspiration as input data. This model has been used for many applications in the past, e.g., for hydrological forecasting, for estimation of design floods (e.g. Harlin and Kung, 1992), for climate-change studies (e.g. Bergström, 1992) and for regionalisation studies (e.g. Seibert, 1999).

The version HBV light (Seibert and Vis, 2012) with its standard model structure was used in this study (Fig. 2). Full details of the HBV model applied in this study are given elsewhere (Bergström, 1992; Seibert and Vis, 2012) and only a brief description is given here.
The standard model structure had eight parameters for inference (highlighted in bold in this paragraph). The model included a soil moisture reservoir (SM [mm]), an upper groundwater reservoir (SUZ [mm]) and a lower groundwater reservoir (SLZ [mm]). At every time step \((t)\), rainfall \((R_t)\) was separated into water filling the soil moisture reservoir and groundwater recharge based on the current water content of SM, the maximum soil moisture storage \((FC [mm])\) and a shape factor \((BETA [-])\). The actual evapotranspiration (AET) from the soil moisture reservoir equalled the potential evapotranspiration (PET) when SM was larger than \(FC\) times \(LP\) and was linearly reduced for lower SM values. Groundwater recharge was added to SUZ and an amount of up to \(PERC [mm \Delta^{-1}]\) \((\Delta\) denotes the time scale being used) percolated to SLZ. Runoff from SUZ \((Q_1)\) was computed by a non-linear function defined by the outflow coefficient \(K_1 [mm \Delta^{-1}]\) and the exponent \(ALPHA [-]\). Runoff from SLZ \((Q_2)\) was computed as a linear function of the storage and the outflow coefficient \(K_2 [mm \Delta^{-1}]\). Finally, the total simulated runoff (the sum of \(Q_1\) and \(Q_2\)) was transformed by an equilateral triangular weighting function defined by \(MAXBAS [\Delta^{-1}]\) representing stream network routing.

2.4 Numerical method

Many widely-used hydrological models, such as the HBV model, use explicit Euler and operator-splitting schemes to solve the differential water-balance equations for the different storages. These numerical methods are attractive because of algorithmic simplicity and computational speed. However, these simple methods can lead to numerical problems and artefacts (Kavetski and Clark, 2011; Kavetski et al., 2011; Michel et al., 2003). For example, Kavetski and Clark (2011) compare explicit Euler (EE) and Implicit Euler (IE) numerical methods and show that storages can oscillate considerably when EE is used for modelling at large time steps, whereas this behaviour is not seen at small time steps. When the implicit Euler method is used, oscillations do not occur regardless of the time-step length. Another artefact seen when operator
splitting schemes are used with non-linear storages is that a large input at a certain time step might result in a smaller storage than when a lesser (or no) input is added at that time step due to the overestimated outflow (e.g. Kavetski and Clark, 2011).

In the model version used in this study, the groundwater recharge was computed by adding the inputs to the soil moisture reservoir in steps of 1 mm. Actual evaporation was computed based on the average value of SM at the beginning respectively end of the simulation time step. Outflows from the response routine reservoirs ($Q_1$ and $Q_2$) were computed using the explicit Euler method by adding the input to SUZ (recharge) and to SLZ (percolation) first, before these two were computed at a certain time step.

In this study, to avoid results being affected by numerical artefacts due to using the explicit Euler or operator-splitting schemes for time steps of different length, runoff at time scales longer than one hour were modelled at 1 h time steps internally irrespectively of the time scale of the input data. The 3-, 6-, 12- and 24-hourly rainfall datasets were disaggregated to 1-hourly time series by assuming constant precipitation during each hour time step (e.g. a daily precipitation of 24 mm was disaggregated into 24 1 h steps of 1 mm). The 1-hourly runoff simulations were then aggregated to the respective time scale of the conditioning or runoff data to be simulated.

The robustness of this approach was evaluated in two numerical experiments. The first experiment, EXP$_1$, compared different numerical methods for simulating daily runoff using a single parameter set. This set was inferred by manual calibration, in terms of Nash–Sutcliffe efficiency, using the explicit Euler at daily steps. The numerical methods compared were the Explicit Euler (at daily time steps, EE$_{24\text{ h}}$; at 1 h time steps driven by the disaggregated daily rainfall data, EE$_{D,24\text{ h}}$; at 1 h time steps driven by the 1-hourly rainfall data, EE$_{1\text{ h}}$) and the Implicit Euler (at daily time steps, IE$_{24\text{ h}}$). The routing routine was excluded in EXP$_1$.

The second experiment, EXP$_2$, studied the effects of time scale on the distribution of behavioural parameters (i.e. existence of time-scale dependencies) and the effects in model performance when parameter sets inferred were used for simulating runoff at time scales different than those at which they were originally selected. Firstly,
parameter values inferred from three Monte Carlo (MC) simulations that used the explicit Euler method with different time-stepping schemes together with input and conditioning data at different time scales were compared. One MC simulation, MC_{EE}, simulated 1-, 3-, 6-, 12- and 24-hourly runoff with input data at the same time scale and time step as the runoff. A second MC simulation, MC_{EED}, simulated 1-, 3-, 6-, 12- and 24-hourly runoff with input data at the same time scale as the runoff, but modelled in 1 h time steps internally irrespectively of the time scale of the input data. The third MC simulation, MC_{EED,Q=24h}, simulated daily runoff with input data at different time scales, but modelled in 1 h time steps internally irrespectively of the time scale of the input data.

In short, the data used for model conditioning in EXP_2 are described as follows:

- MC_{EE} and MC_{EED} used observed 1-, 3-, 6-, 12- and 24-hourly runoff data.
- MC_{EED,Q=24h} used observed daily runoff data.

Secondly, behavioural parameter sets selected in EXP_2 were tested to evaluate their predictive ability to simulate runoff at other time scales than the ones in which they were inferred. These results helped to answer the question about whether model performance change when parameter sets inferred at one time scale are used without scaling at other time scales.

Thirdly, the model performance resulting from daily runoff simulations with input data at different time scales, MC_{EED,Q=24h}, were compared to answer the question about whether models can simulate daily runoff more accurately with sub-daily rather than with daily input data.

### 2.5 Model conditioning and performance evaluation

Behavioural parameter sets depend on the objective function chosen for model conditioning. Two of the most widely used objective functions in hydrological modelling were used in this study: Nash–Sutcliffe efficiency ($R_{eff}$) and volume-error ($V_E$). The
first is an indicator of the ability of the model to reproduce the dynamic behaviour of watersheds, while the second is an indicator of the agreement between the averages of the simulated and observed runoff (i.e. long-term water balance). The values of the two objective functions were transformed into membership functions ($X_1$ and $X_2$) and then joined into a single measure ($F$):

$$X_1 = \begin{cases} 1, & \text{if } |V_E| \leq 0.10 \\ 0, & \text{otherwise} \end{cases}$$  \hfill (1) \\

$$X_2 = \max \left( 0, \frac{R_{\text{eff}}}{R_{\text{eff, max}}} \right)$$  \hfill (2) \\

$$F = \min (X_1, X_2)$$  \hfill (3)

where $R_{\text{eff, max}}$ is the maximum Nash–Sutcliffe efficiency value from each individual MC simulation. $F$ varies between 0 and 1 with larger values indicating better fits. Behavioural parameter sets were considered those that gave an $F$ score equal or higher than 0.90.

Ranges of parameter values from previous daily applications of the HBV model (e.g. Booij, 2005; Seibert, 1997) and the uniform probability distribution were used to generate 50,000 parameter sets for the three MC simulations. After initial exploratory MC simulations, the ranges of parameters values were adjusted (Table 1).

Runoff simulations were carried out from 1997 to 2011, where the first year was used as warming-up period, the following seven years were used for conditioning (1998–2004), and the last seven years for validation (2005–2011).
3 Results

3.1 Numerical experiment 1: comparison of numerical methods for daily runoff simulation

The manual calibration of the model rendered one parameter set with values within previously reported ranges for daily applications (e.g. Seibert, 1997) and a Nash–Sutcliffe efficiency of 0.8. All of the numerical methods gave similar results of SM (Fig. 3a) and SLZ, while the explicit Euler method at daily time steps (EE<sub>24 h</sub>) resulted in considerably lower SUZ storage (Fig. 3b) and higher runoff from SUZ (Q<sub>1</sub>, Fig. 3c) than the other methods. Analysis of Q<sub>1</sub> for the different numerical methods revealed that EE<sub>24 h</sub> showed a substantially better fit to observed runoff (Q<sub>2</sub> only had minor contributions to the total runoff and never more than 1.75 mm at any time step).

Assuming EE<sub>1 h</sub> was the “exact solution” (this agreed almost perfectly with the implicit solution at 1-hourly steps), a comparison between the “exact solution” and EE<sub>24 h</sub> revealed a large difference in the SUZ storage at time step 2515 (~47 %). This erratic behaviour by the EE<sub>24 h</sub> solution was due to a large groundwater recharge added at the time step (254 mm), which resulted in a high Q<sub>1</sub> generation and thereby in a low SUZ storage.

The daily implicit method (IE<sub>24 h</sub>) and the explicit method driven by the disaggregated daily data (EE<sub>D,24 h</sub>) gave a fair agreement to the “exact solution” of SUZ (differences at time step 2515 were ~4.5 and 7.5 % respectively).

3.2 Numerical experiment 2: time scale dependencies of model parameters?

3.2.1 Effects of time scale on the distribution of behavioural parameters

The distribution of the behavioural parameter values for the explicit Euler method at 1-hourly time steps (MC<sub>EED</sub> and MC<sub>EED,Q=24 h</sub>) seem relatively constant across the time scales (Fig. 4). Only a slight shift of ALPHA and K<sub>1</sub> at the 24 h time scale was seen in
MC_{EED,Q=24\,h}, and a large shift of the MAXBAS values was seen in MC_{EED} when moving from sub-daily to daily time scale. However, when the explicit Euler method was used for modelling at the same time steps as the time scale of the input data (MC_{EE}), some parameters (e.g. ALPHA and K_1) showed strong time-scale dependencies.

The K_2, FC, LP and BETA parameters for all three time-stepping schemes displayed similar behaviour as PERC in Fig. 4.

### 3.2.2 Maxima model performances after model conditioning

Higher Nash–Sutcliffe efficiencies (R_{eff}) were found when simulating runoff at daily than at sub-daily time scales in MC_{EE} and MC_{EED}, but performance was stable over the time scales for MC_{EED,Q=24\,h} (Table 2).

### 3.2.3 Changes in model performance when simulating runoff at time scales different than those at which the parameter sets were inferred

The behavioural parameter sets inferred with daily runoff data and input data at different time scales (MC_{EED,Q=24\,h}) were used to simulate daily runoff with input data at other time scales than the ones at which the parameters were originally inferred. When those parameter sets were used with sub-daily input data, equal model performances were seen across the time scales (Fig. 5a–d). Model performance only slightly decreased when the parameter sets inferred with sub-daily input were used with daily input data (1st percentile model performance in Fig. 5e). This was presumably caused by the slight shift of ALPHA and K_1 at the daily time scale in this experiment, however relatively equal 50th and 99th percentile model performances were found across the time scales.

The behaviours found in MC_{EED,Q=24\,h} were similar in the validation period, though the Nash–Sutcliffe model efficiencies were higher (by ~0.1) assumingly related to differences in data quality between the two periods (volume errors were found to be approximately the same).
The behavioural parameter sets inferred with input and conditioning data at the same time scale (MC\textsubscript{EED}) were also used to simulate runoff at other time scales than the ones at which they were originally inferred. When those were used to simulate daily runoff, equal model performances were appreciable (Fig. 6e). The largest decreases in model performance were seen when the behavioural parameter sets inferred at the daily time scale were used to simulate sub-daily runoff (1st percentile model performance at the 24 hourly time scale in Fig. 6a–d), however nearly equal 50th and 99th percentile model performances were found during this procedure as when parameter sets inferred at finer scales were used (Fig. 6a–d). Some decrease in model performance was also noticeable when the parameter sets inferred after conditioning the 3-, 6-, 12- and 24-hourly runoff were used to simulate 1-hourly runoff (1st percentile model performance in Fig. 6a), however relatively similar 50th and 99th percentile model performances were found across the time scales. When the behavioural parameter sets inferred at sub-daily time scales were used to simulate 3-, 6- and 12-hourly runoff, more or less equal model performances were appreciable (Fig. 6b–d). Similar behaviour in model performance was seen in both the conditioning and validation periods. Model performances were found to be higher in the validation than in conditioning period in MC\textsubscript{EED}, as well as in MC\textsubscript{EED, Q=24 h}.

3.2.4 Changes in the uncertainty of the simulated Runoff

Uncertainty ranges of the simulated runoff was found to decrease when the behavioural parameter sets inferred in MC\textsubscript{EED, Q=24 h} were used with input data at coarser time scales than the 1-hourly used during conditioning (Fig. 7). In other cases, there was not a clear pattern of the changes in uncertainty ranges of the simulated runoff (MC\textsubscript{EED} example in Fig. 8).
4 Discussion

In literature it has been reported that time-scale dependencies of hydrological model parameters are common. However, the causes of these dependencies are not clear. Numerical errors due to using the explicit Euler or operator-splitting schemes have not been sufficiently addressed by hydrologists compared to extensive studies on other sources of uncertainty involved in rainfall–runoff modelling. Two numerical experiments were carried out in this study to address this issue. First, several daily runoff simulations generated using a single parameter set but different numerical methods were compared (EXP_1). Secondly, the effects of time scale on the distribution of behavioural parameters and on model performance were analysed by implementing different time-stepping schemes together with input and conditioning data at different time scales (EXP_2).

4.1 Numerical experiment 1: comparison of numerical methods for daily runoff simulation.

Numerical errors are dependant on the numerical method implemented to solve the model equations and on the time scale of model runs (Kavetski et al., 2003). The first experiment showed that large numerical errors occur when the explicit Euler and operator-splitting schemes are used to simulate runoff at daily time steps. From the numerical methods implemented in EXP_1, the Explicit Euler method at daily time steps (EE_{24 h}) gave the best fit to the observed runoff, but this good fit was misleading since this behaviour was not seen in the more robust numerical methods. This spurious behaviour was mainly caused by the numerical method implemented rather than by the ability of the parameter set to represent the physical processes of the watershed.

In this study, the possible large numerical errors when using the explicit Euler method were dealt by disaggregating the input data in 1 h steps, irrespectively of its time scale, to run the model internally at this time step, and then aggregating the 1-hourly simulations to the respective time scale of the conditioning or runoff data to
be simulated. This approach resulted in solutions similar to the more robust implicit Euler method, but at a much lower computational cost. If unsuitable time-stepping schemes are used to solve model equations, false or erroneous conclusions might be made in model sensitivity analyses, parameter inference, result interpretation and model uncertainty analyses (e.g. inferring that some parameter sets are representative of the system when in reality they are not) (Kavetski and Clark, 2011).

4.2 Numerical experiment 2: time-scale dependencies of model parameters?

4.2.1 Effects of time scale on the distribution of behavioural parameters

The second experiment showed a clear time-scale dependence of the parameter values inferred when the explicit Euler method was used without considering the possible large numerical errors due to the time-step length (i.e. MC\textsubscript{EE}). This dependence almost fully disappeared, when the same numerical method was run at 1 h time steps using disaggregated input if necessary (i.e. MC\textsubscript{EED} and MC\textsubscript{EED,0=24h}).

These results contradict what has been stated in many previous studies (e.g. Bastola and Murphy, 2013; Littlewood and Croke, 2008; Littlewood, 2007; Ostrowski et al., 2010; Wang et al., 2009), and support the arguments by Kavetski et al. (2011), that parameter values representative of the system are relatively constant over different time scales when robust numerical methods are used. Since numerical errors are small when robust numerical methods are used, parameter sets inferred from models that use those schemes are more reliable than those inferred from models that use simple numerical methods with no error controls.

The large shift of the MAXBAS values seen when moving from sub-daily to daily time scale in MC\textsubscript{EED} may be due to identifiability problems (i.e., parameter equifinality; Beven, 2009). MAXBAS is a representation of the concentration time and since this is short for the study area, MAXBAS became insensitive at coarser time scales. The MAXBAS values inferred at the daily time scale were therefore those that combined with the rest of the model-parameter values gave the highest model performances, but
were not necessarily more representative than other values. There was no obvious explanation for the slight changes in ALPHA and $K_1$ towards the daily time scale in $MC_{EED,Q=24\,h}$. However, the overall results suggest that parameter sets inferred at one time scale can be used at other time scales without any time scaling.

4.2.2 Maxima model performances after model conditioning

Relatively equal maximum Nash–Sutcliffe model efficiencies were found when simulating daily runoff with daily and sub-daily input data. This may be related to the information content of the daily conditioning data, rather than to the information content of the input data. These results are contrary to that of Wang et al. (2009) who report better predictions of daily discharge, in terms of a relative error function, using hourly rather than daily input data.

In $MC_{EE}$ and $MC_{EED}$, it was shown that better model performances were found for simulating daily than sub-daily runoff, which was likely caused to the increase of information at the sub-daily time scales (e.g. more time steps to evaluate the model-run performance). Even if one might expect higher model efficiencies when modelling at a finer time scale this might often not be the case as simulations become more sensitive to random errors.

4.2.3 Changes in model performance when simulating runoff at time scales different than those at which the parameter sets were inferred

It was shown that when the behavioural parameter sets inferred in $MC_{EED,Q=24\,h}$ were used to simulate daily runoff with input data at other time scales than the ones at which they were inferred, relatively equal model performances were obtained for most cases. This suggested that if parameter sets inferred at a certain time scale are intended to be used for modelling at the same time scale but with input data at finer scales, no changes in model performance should occur.
When parameter sets inferred at the daily time scale were used to simulate runoff at sub-daily time scales (MC\textsubscript{EED}), performance only slightly decreased compared to when parameter sets inferred at those time scales were used. A loss in performance is to be expected since many of the physical processes that characterize the modelled watershed (e.g. quick flow) are hidden by the aggregation of the input and conditioning data at the daily time scale, resulting in a loss of information in the parameter sets inferred at daily time scale compared to those inferred at finer time scales.

Model performance decreased somewhat when parameter sets inferred at coarser time scales than 1-hourly were used for modelling at this time scale. This decrease in performance was likely due to the relatively simple model structure used in this study and the lesser information content in the parameter sets inferred at time scales larger than 1 h. However, a more complex model structure may not have been meaningful at coarse time scales since the model would have been overparameterized.

The decrease in model performance when simulating runoff at time scales different than those at which the parameter sets were inferred was considerably smaller than what has been reported in other studies (e.g. Bastola and Murphy, 2013). Some of those studies have used the explicit Euler method at large time steps (e.g. daily) to infer model parameters, possibly causing the large decrease in performance when those parameters were used to simulate runoff at finer time scales. In this study the time-stepping scheme of the previous numerical method was adjusted to 1-hourly time steps to avoid large numerical errors and to limit the possibility for erroneous conclusions.

4.2.4 Changes in the uncertainty of the simulated runoff

Uncertainty ranges of the simulated runoff tended to change when parameter sets inferred at the daily time scale were used to simulate daily runoff with input data at other time scales than the ones used during conditioning. The larger the difference in time scale between the input data used during conditioning and the input data used afterwards to simulate runoff, the lesser the uncertainty of the simulated daily runoff.
was. This was assumed to be related to the information content of the parameter sets inferred, which was determined by the time scale of the input data.

Changes in the uncertainty of the simulated runoff were also noticed in MC$_{EED}$ when the parameter sets inferred at a certain time scale were used to simulate runoff at other time scales. However, there was no clear pattern of this behaviour.

5 Conclusions

The main motivation of this study was the need of flood forecasting models at sub-daily time scales in regions where data availability at these scales is limited. The main findings were:

1. Time-scale dependencies were found to be an artefact of the numerical method or time stepping used rather than a real time-scale-data dependence.

2. Given an appropriate numerical method, parameters inferred at one time scale can be used directly (without any time scaling) to simulate runoff at other time scales with small (if any) decreases in model performance (in terms of Nash–Sutcliffe and volume-error efficiencies).

3. The findings imply that as soon as sub-daily driving data can be secured, flood forecasting in watersheds with sub-daily concentration times is possible with model parameter values inferred from long time series of daily data, as long as an appropriate numerical method is used.

4. Daily runoff simulations are as accurate when sub-daily input data is used as when daily input data is used.

The results of this study can contribute to forecast floods in watersheds with concentration times smaller than 24 h and can help minimize the detrimental effects of floods to society in areas where data at sub-daily time scales may not be available.
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Table 1. Final ranges of the parameters values used for the MC simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Soil Moisture Routine</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC</td>
<td>Maximum soil moisture storage</td>
<td>200.00</td>
<td>600.00</td>
<td>mm</td>
</tr>
<tr>
<td>LP</td>
<td>Soil moisture value above which actual evapotranspiration reaches potential</td>
<td>0.70</td>
<td>1.00</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>evapotranspiration.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BETA</td>
<td>Determines the relative contribution to runoff from rainfall or snowmelt</td>
<td>1.00</td>
<td>2.50</td>
<td>–</td>
</tr>
<tr>
<td><strong>Response Routine</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PERC</td>
<td>Threshold parameter</td>
<td>2.40</td>
<td>9.60</td>
<td>mm d(^{-1})</td>
</tr>
<tr>
<td>ALPHA</td>
<td>Non-linearity coefficient</td>
<td>0.50</td>
<td>1.00</td>
<td>–</td>
</tr>
<tr>
<td>(K_1)</td>
<td>Storage coefficient 1</td>
<td>0.0024</td>
<td>0.12</td>
<td>d(^{-1})</td>
</tr>
<tr>
<td>(K_2)</td>
<td>Storage coefficient 2</td>
<td>0.005</td>
<td>0.01</td>
<td>d(^{-1})</td>
</tr>
<tr>
<td><strong>Routing Routine</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAXBAS</td>
<td>Length of equilateral triangular weighting function</td>
<td>1.00</td>
<td>6.00</td>
<td>h</td>
</tr>
</tbody>
</table>
Table 2. Nash–Sutcliffe efficiency maxima obtained and $F$ threshold values for selecting the behavioral parameter sets at each time scale from the Monte Carlo (MC) simulations in numerical experiment 2, EXP$_2$. Maxima values are those outside the parenthesis and the $F$ threshold values are those inside of them. The three MC simulations used the explicit Euler method (EE) with different time-stepping schemes together with input and conditioning data at different time scales. EED stands for using EE but disaggregating the input data to 1-hourly time steps to model internally at this time step irrespectively of the time scale of the input data.

<table>
<thead>
<tr>
<th>Time scale of runoff data for model conditioning</th>
<th>Time scale of the input data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 h</td>
</tr>
<tr>
<td>Same as input data (MC$_{EE}$)</td>
<td>0.71 (0.64)</td>
</tr>
<tr>
<td>Same as input data (MC$_{EED}$)</td>
<td>0.71 (0.64)</td>
</tr>
<tr>
<td>Daily (MC$_{EED,Q=24h}$)</td>
<td>0.82 (0.74)</td>
</tr>
</tbody>
</table>
Figure 1. Location of Boqueron River Basin in Panama.
Sub-daily runoff simulations with parameters inferred at the daily time scale
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Figure 2. Standard model structure of the HBV-model.

Parameters
- LP = threshold of evaporation
- β = index of soil moisture distribution
- FC = Max. soil moisture storage
- PERC = Max. percolation rate
- K₁, K₂ = recession coefficients
- α = non-linearity coefficient
- MAXBAS = length of equilateral triangle weighting function

Model State Variables
- SM = soil moisture storage
- SUZ = soil upper zone storage
- SLZ = soil lower zone storage

Weights
- MAXBAS

Simulated runoff
Figure 3. Daily simulated soil moisture storage, SM (a); upper groundwater storage, SUZ (b); and runoff from SUZ, $Q_1$ (c) using different numerical methods. The numerical methods compared were the explicit Euler at daily time steps, $EE_{24\, h}$; the explicit Euler at 1 h time steps driven by the disaggregated daily rainfall data, $EE_{D,24\, h}$; the explicit Euler at 1 h time steps driven by the hourly rainfall data, $EE_{1\, h}$; and the implicit Euler method at daily time steps, $IE_{24\, h}$. Daily $Q_{OBS}$ stands for observed runoff. The simulation period shown is towards the end of the rainy season (between the beginning of November 2004 until the first third of December 2004).
Figure 4. Boxplots of behavioural parameter values inferred at different time scales from each individual Monte Carlo (MC) simulation using the explicit Euler (EE) method: when the time scale of the input data was used as the time step (MC\textsubscript{EE}), when hourly time steps were used and input data was disaggregated when needed (MC\textsubscript{EED}), and when hourly time steps were used and input data was disaggregated when needed but always inferred against daily runoff (MC\textsubscript{EED,QR=24h}).
Figure 5. Nash–Sutcliffe model efficiencies when simulating daily runoff with the behavioural parameter (BP) sets inferred against daily runoff ($M_{EED,Q} = 24\ h$), with input data at finer (a–d) or the same time scale (e) as the runoff data.
Figure 6. Nash–Sutcliffe model efficiencies when simulating runoff at time scales different than those at which the behavioural parameter (BP) sets were inferred (MC_{EED}).
Figure 7. Daily precipitation (a) and uncertainty limits (10th and 90th percentile) of observed and predicted daily runoff (b–d) in the conditioning period using parameter sets inferred against daily observed runoff (MC_{EED, Q=24h}). The period shown is towards the end of 2004.
Figure 8. 6-hourly precipitation (a) and uncertainty limits (10th and 90th percentile) of observed and predicted 6-hourly runoff (b–d) in the conditioning period using parameter sets inferred at the 6-, 1- and 24-hourly time scales (MC_EED). The period shown is towards the end of 2004.