The effect of downscaling on river runoff modeling: a hydrological case study in the Upper Danube Watershed
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Abstract

In the current study two regional climate models (MM5 and REMO) driven by different global boundary conditions (ERA reanalysis and the ECHAM5 model) are coupled with the uncalibrated hydrological process model PROMET in order to analyze the impact of global boundary conditions, dynamical regionalization and subsequent statistical downscaling (bilinear interpolation, correction of subgrid-scale variability and combined correction of subgrid-scale variability and bias) on river runoff simulation. The results of 12 coupled model runs set up for the catchment of the Upper Danube over the historical period 1971–2000 indicate that the correction of subgrid-scale variability compared to a bilinear interpolation allows for a more accurate simulation of discharge in case of all model configurations and all discharge criteria considered (mean monthly discharge, mean monthly low-flow discharge and mean monthly peak-flow discharge). Further improvements in the hydrological simulations could be achieved by eliminating the biases (in terms of deviations from observed meteorological conditions) inherent in the driving RCM simulations, regardless of the global boundary conditions or RCM applied. Comparing the hydrological results achievable with MM5 and REMO, the application of bias corrected MM5 simulations turned out to allow for a more accurate simulation of discharge volumes while the variance in simulated discharge was often better reflected in case of REMO forcings. The results achieved with different global boundary conditions are characterized by only minor differences. It is, however, noteworthy that all efficiency criteria in case of bias corrected MM5 simulations indicate better performance under ERA40 boundaries, whereas REMO-driven hydrological simulations better correspond to measured discharge under ECHAM5 boundaries. In spite of all downscaling and bias correction efforts described, the RCM-driven hydrological simulations remain less accurate than those achievable with spatially distributed meteorological observations.
1 Introduction

An increase in atmospheric greenhouse gases has been observed over the last decades that is changing the earth’s radiation balance and, as a direct consequence, alters weather patterns around the globe (Houghton et al., 1990). In order to develop regional adaptation and mitigation strategies to these climatic changes and the corresponding impacts on the land surface, decision-makers need detailed information on future climate conditions. Global circulation models (GCMs) are utilized to describe climate relevant processes over decades to centuries at the global scale. However, GCM simulations are computationally limited to coarse spatial resolutions and are therefore unsuitable for climate change impact analysis at the regional scale (Kunstmann et al., 2004). Particularly in areas with complex topography and land use distribution like the Alps, GCMs are not capable of providing temperature and precipitation patterns with sufficient spatial detail (Christensen et al., 2007). Due to the existing limitations in the spatial resolution of GCM simulations, different downscaling techniques are currently applied to provide the climate research community with climate information at higher spatial detail than presently achievable with GCMs. One method that is commonly referred to as statistical downscaling consists in the application of quantitative relations between observed large-scale circulation and small-scale local climate (Wilks, 1995; Wilby et al., 1999; Cubasch, 2001). Another method that is often pursued by nesting regional climate models (RCMs) into GCM simulations is the dynamical downscaling approach (Giorgi and Mearns, 1991; Leung et al., 2004). Driven by the global simulations, RCMs describe atmospheric processes at higher spatial resolution within a spatially limited geographic area. Still, the spatial resolution at which atmospheric processes can be resolved by RCMs is computationally limited to at best $10 \times 10$ km at present and does not fully meet the high demands of climate impact models operating at the land surface. Further limitations in the application of RCM data for climate change impact studies carried out with uncalibrated process models result from biases in the RCM simulations in terms of deviations from observation-based datasets (e.g.
biases in simulated temperature and precipitation). Studies by Kotlarski et al. (2005) carried out on a monthly time basis show that biases vary depending on the model used for dynamical regionalization, geographical region and the observation-based meteorological reference data considered. Possible explanations for their origin are manifold and range from regional and local factors such as topography to the influence of maritime and continental air masses (Kotlarski et al., 2005). Jacob et al. (2007) show that the performance of RCMs depends on the global forcing applied to drive the RCMs at the boundaries of the model domain. While reanalysis data can be considered to supply (almost) perfect boundary conditions and are therefore used for model validation, the application of GCM data as global boundaries, which is a prerequisite for climate change investigations, introduces biases in RCM simulations that can be traced back to the global boundaries (Jacob et al., 2007).

In the past many studies have analyzed biases in RCM simulations (e.g. Kotlarski et al., 2006; Jacob et al., 2007; Pfeiffer and Zängl, 2010) or the performance of downscaling techniques, mainly with emphasis on their capabilities in the generation of spatial distributions of daily temperature and precipitation (e.g. Leung et al., 2003; Früh et al., 2006). Further studies exist that directly compare statistically and dynamically downscaled climate model output (e.g. Kidson and Thompson, 1998; Mearns et al., 1999; Murphy, 1999). However, existing studies often consider single combinations of global and regional models making it hard to isolate the effect of boundary conditions on RCM results. Furthermore, there are only few studies that analyze the effect of different downscaling approaches with respect to their implications on the results of impact assessment models. Wilby et al. (2000) use daily precipitation and daily minimum and maximum temperature derived from statistically and dynamically downscaled climate model output (National Center for Atmospheric Research reanalysis) as meteorological input for the Precipitation-Runoff Modeling System (PRMS) (Leavesley and Stannard, 1995) in southwest Colorado. Their results indicate that statistical approaches result in better reproduction of discharge variance, whereas a dynamical downscaling better reproduces total runoff. Wood et al. (2004) evaluate six different downscaling approaches
applied to refine from the GCM scale (T42 resolution) and from the RCM scale (1/2 degree resolution) to the scale of a hydrological model set up for the Columbia River Basin of the US Pacific Northwest region. The hydrological model applied is the Variable Infiltration Capacity (VIC) (Liang et al., 1994) model, a semi-distributed grid-based model, which parameterizes hydrometeorological processes at the land surface-atmosphere interface and operates at a spatial resolution of 1/8 degree and a daily temporal resolution (Wood et al., 2004). These authors, in agreement with Wilby et al. (2000), show that the elimination of biases in the climate simulations significantly improves the results of the hydrological model, e.g. by removing cold biases that affect the simulation of snow processes and in consequence the temporal storage of water in the snow-pack.

The current study was initiated in the framework of the GLOWA-Danube project (www.glowa-danube.de) where RCMs together with a stochastic climate generator are used to supply the model system DANUBIA with the meteorological information required to simulate climate change impacts on the multiple aspects of the water resources in the Upper Danube Watershed (Central Europe). DANUBIA comprises the knowledge of experts from a broad range of natural and social sciences (e.g. meteorology, hydrology, agronomy, tourism and economy) (Mauser and Ludwig, 2002). The model system consists of tightly coupled submodels containing the essential physical and socio-economic process descriptions needed to quantitatively describe the interactions of the different disciplines concerned with water fluxes (Mauser et al., 2002; Ludwig et al., 2003a). GLOWA-Danube strictly follows what has been formulated by Wood et al. (2004) as a de facto minimum standard of any useful downscaling method for hydrological applications: "the historic (observed) conditions must be reproducible". From our understanding, this not only applies to the meteorological data used as input for impact models but also for the results of the impact models themselves. The present work investigates the potential and limitations of an application of RCM simulations as input for the hydrological model component in DANUBIA. We present a set of 12 coupled model runs that have been set up for the period 1971–2000 to separately investigate the impact of global boundary conditions, dynamic regionalization (RCMs)
and subsequent statistical downscaling on the results of the physically based, uncalibrated hydrological process model PROMET (Mauser and Bach, 2009). Please note that care has been taken to assure a comparable spatial resolution for the RCMs used in this study to exclude systematic biases induced by different spatial RCM resolutions. With a total number of 7 meteorological input parameters (precipitation, temperature, wind speed, air humidity, incoming shortwave and longwave radiation, surface pressure) at a temporal resolution of 1 h and a spatial resolution of $1 \times 1$ km, the demands of the hydrological model (HM) on meteorological input data are comparatively high. Analogously to studies by Yarnal et al. (2000) and Wood et al. (2004) the results of the presented model runs are evaluated by comparing the discharge simulated for the outlet of the Upper Danube Watershed at Achleiten to observations. The latter seems an appropriate approach as discharge at Achleiten represents an integrated response (in space and time) of the catchment to the atmospheric forcings applied. The presented results give a comprehensive overview of the dependence of hydrological model results on global boundaries, dynamic regionalization (RCMs), statistical downscaling and bias correction and clearly demonstrate the utility of present generation RCMs for hydrological applications. At the same time it becomes evident, that caution has to be taken when interpreting hydrological model results without closely considering the setup of the model chain. While the coupled model system has been set up for the period 1971–2000, the evaluation of the hydrological simulations is limited to the time period 1972–2000 in order to provide the hydrological model a spin-up time of one year.

2 Study site

This study has been carried out in the mountainous watershed of the Upper Danube River. Situated in Central Europe, the basin comprises an area of 76,653 km$^2$ covering parts of Germany, Austria, Switzerland, the Czech Republic and Italy (Fig. 1). Stretching from altitudes of 287 m a.m.s.l. at the outlet in Achleiten (near Passau) up to...
4049 m a.m.s.l. at Piz Bernina in the Alpine headwaters, the complex topographic conditions induce strong meteorological gradients. Annual precipitation ranges from 550 to >2000 mm, annual mean temperatures from −4.8 to 9 °C, evapotranspiration from 100 to 700 mm per year and the resulting annual discharge from 150 to 1750 mm per year (Mauser and Bach, 2009). The manifold environmental boundary conditions in the watershed lead to very heterogeneous soils ranging from coarse soils in the Alpine part of the catchment to deeply weathered fine-grained soils in the low-lands of the Danube. Agricultural areas (maize, potatoes, sugar beet and cereals) together with intensively managed meadows cover large parts of the valleys in the lowlands, whereas coniferous and deciduous forests as well as meadows characterize the landscape of the Alpine valleys and moraines (Ludwig et al., 2003b). The gauge in Achleiten, where the Danube leaves the watershed in a west to east direction, plays a major role in the following as the evaluation of all model runs presented in this study is based on comparing simulations and observations at this geographic location.

3 Methods

A hydrometeorological model chain composed of 4 components is used to investigate the effect of downscaling on river runoff simulation (see Fig. 2). Global meteorological data is provided by the ERA40 reanalysis or the ECHAM5 model providing the lateral boundaries for the dynamical downscaling carried out by the RCMs MM5 and REMO. A statistical downscaling is subsequently applied within the model coupler and scaling tool SCALMET to translate from the RCM scale to the scale of the hydrological simulations carried out with the hydrological model PROMET. The different components of the model chain are described in detail in the following paragraphs.
3.1 Global boundary conditions – the ERA40 reanalysis and the ECHAM5 model

Climatological studies require high quality, consistent long-time datasets of observed global meteorology for a variety of tasks, like e.g. identifying trends, driving RCMs or impact models and last but not least the verification of climate models. The ECMWF accordingly compiled all available observational data and processed them using a frozen state-of-the-art global data assimilation system to accomplish an about 40-yr long record of consistent global analyses of atmospheric fields (Uppala et al., 2005). This so-called reanalysis served as an “optimal” observation-based input data set to the RCMs in our study.

For projections into the future, global climate models like ECHAM5 have to be operated running largely free, i.e. without incorporating observational input. ECHAM5 has been developed at the Max Planck Institute for Meteorology and is based on the ECMWF’s general circulation model (Roeckner et al., 2003). For validation purposes also simulations of present-day conditions have been performed with ECHAM5 that also serve as RCM input in the context of the present case study. For the typical resolution of T63L31 long-term simulations compare reasonably well concerning storm tracks evaluated on the whole northern hemisphere with ERA40 data (Bengtsson et al., 2006). A closer analysis regarding sensitivity of RCM-simulated precipitation to these two different global sets of input data is given by Pfeiffer and Zängl (2011).

3.2 Dynamical downscaling

3.2.1 The regional climate model MM5

One of the RCMs used in this study is the Pennsylvania State University/National Center for Atmospheric Research Mesoscale Model MM5 (release 3.7.3) (Grell et al., 1994). The model domain spans an area of about 3000 × 3500 km covering most of the European continent at a horizontal resolution of 45 km (see Fig. 3). Thus the model
is able to capture the relevant synoptic-scale phenomena governing the climate in our region of interest. In the vertical, the atmosphere is represented by 29 layers up to a top lid pressure of 100 hPa with an enhanced vertical resolution in the boundary layer to allow for a realistic representation of the complex exchange processes here. The optimal configuration of MM5, i.e. the combination of physics parameterizations used here, with emphasis primarily on precipitation in southern Germany and the northern Alps, has been identified by Pfeiffer and Zängl (2010) on the basis of a contiguous ten-year simulation of the 1990ies driven with ERA40 data. The most important parameterizations and schemes employed are summarized as follows. The explicit mixed-phase moisture scheme by Reisner et al. (1998) and the Kain-Fritsch-2 moist convection scheme (Kain, 2004; Kain and Fritsch, 1990, 1993) are directly involved in the generation of precipitation. Radiation is accounted for by the so-called cloud radiation scheme by Dudhia (1993) allowing for direct interaction of resolved clouds with long- and shortwave radiation. The boundary layer is parameterized following Janjic (1994) based on Mellor-Yamada-type prediction of turbulent kinetic energy. Coupled to the boundary layer is the so-called NOAH-LSM (Chen and Dudhia, 2001a, 2001b), a medium-complexity land-surface/vegetation module providing a realistic annual cycle of lower boundary conditions. This scheme has been slightly modified to correct for some inaccuracies as described by Pfeiffer and Zängl (2010). Moreover, the truly horizontal numerical diffusion scheme implemented by Zängl (2002) turned out to be essential for obtaining realistic precipitation patterns in mountainous areas.

3.2.2 The regional climate model REMO

The regional climate model REMO is based on the Europa-Modell, which constitutes the former regional weather prediction model of the German Weather Service (Majewski, 1991; Jacob et al., 2001). REMO is a hydrostatic atmospheric circulation model based on the primitive equations of atmospheric motion, which are solved in a terrain-following hybrid vertical coordinate system. Atmospheric processes in REMO are described for 27 vertical layers with level intervals increasing from the lower atmospheric
levels to the higher atmosphere. Temporal integration is approached using a leap-frog scheme with semi-implicit correction in combination with an Asselin-Filter. The physical parameterizations used in this study have been adopted with some scale-dependent adjustments from the ECHAM4 model (Roeckner et al., 1996) and can be summarized as follows (MPI, 2010). Soil heat is transferred between five soil layers with zero heat flux at the bottom (10 m). The calculation of turbulent surface fluxes is based on the Monin-Obukhov similarity theory (Louis, 1979), and the coefficients for eddy diffusion are determined as functions of the turbulent kinetic energy. For radiation, a scheme after Morcrette et al. (1986) is applied that has been modified for additional greenhouse gases, the 14.6 µm band of ozone and various types of aerosols. Water content in stratiform clouds is described by a budget equation considering sources and sinks related to phase changes and precipitation formation by coalescence of cloud droplets and gravitational settling of ice crystals (Sundquist, 1978). In contrast to MM5, precipitation is computed diagnostically, neglecting horizontal transports of precipitation. The mass flux convection scheme after Tiedtke (1989) is applied for the description of cumulus convection with modifications after Nordeng (1994). The convective cloud water detrained at the top of cumulus clouds is applied as a source term in the stratiform cloud water equation (Roeckner et al., 1996).

### 3.3 Statistical downscaling – the coupling and scaling tool SCALMET

SCALMET has been developed in the framework of the GLOWA-Danube project as part of the decision support system DANUBIA. Within DANUBIA, SCALMET performs a synchronized exchange of energy and water fluxes between the models for the land surface and the atmosphere. As the simulation of atmospheric processes in present-generation RCMs is still limited to relatively coarse spatial resolutions (≥10 × 10 km), adequate scaling techniques have been implemented in the software interface SCALMET to bridge the gap between the model scales. The scaling methods applied combine direct interpolation methods also found in other state of the art couplers (e.g. the OASIS coupler) (Redler et al., 2010), with both statistical and quasi-physical scaling.
techniques in order to facilitate the consideration of subgrid-scale heterogeneities within the scaling process. One of the main technical principles in SCALMET is that the down- and upscaling is carried out at runtime of the coupled model system. Hence, the complexity of the scaling algorithms applied is somehow limited for the sake of computational efficiency.

For the present study, a hierarchy of downscaling approaches with different complexity is applied in order to analyze the implications of the different downscaling techniques on the quality of the hydrological model results. The approaches applied consist of:

i. bilinear interpolation

ii. statistical downscaling with conservation of mass and energy

iii. statistical downscaling with bias correction (no conservation of mass and energy)

The bilinear interpolation approach is the most straightforward remapping algorithm of the three methods listed above. It merely considers the neighborhood of surrounding coarse grid raster elements for the estimation of a fine-grid pixel value and does therefore not account for the subgrid-scale variability of a given meteorological parameter. The bilinear interpolation will be referred to by the abbreviation bil in the following.

The statistical downscaling approaches applied have been developed for the downscaling of precipitation in alpine-scale complex terrain by Früh et al. (2006) and have recently been extended upon the application on temperature, wind speed and air humidity by Marke et al. (2011). The downscaling approach refered to as vari in the following accounts for the subgrid-scale variability of a meteorological parameter while conserving the mass and energy budget imposed by the RCM simulations at each hourly time step. This is achieved by aggregating grids of monthly observations (1 x 1 km) to the spatial resolution and grid structure of the RCMs. The monthly climatologies used here cover the period 1971–2000 and are generated by the meteorological preprocessor of the hydrological model PROMET as described in more detail later within the description of the HM. A multiplicative correction term is deduced through a relative
comparison of the observation-based meteorology (1 × 1 km) to the bilinearly interpolated, observation-based aggregations (1 × 1 km). As neither averaging nor bilinear interpolation affects the area-integrated value, mass and energy are systematically preserved.

The second statistical downscaling approach referred to in the following as vari&bias constrains the downscaled RCM simulations to the mass and energy of the observation-based meteorology and hence corrects biases in the RCM simulations. In this case, the correction term is derived through a relative comparison of the observation-based meteorology (1 × 1 km) and the bilinearly interpolated RCM simulations (1 × 1 km).

As biases in RCM simulations can be expected to affect the accuracy of uncalibrated HMs, the correction of biases seems an appropriate measure to be taken in order to optimize hydrological model performance. This particularly applies to Alpine watersheds, where the seasonal storage of water in the snowpack to a large degree controls the discharge at the outlet of the watersheds. Figure 4 displays the mean temperature and precipitation conditions in the Upper Danube Watershed as simulated by the RCMs REMO and MM5 with different boundary conditions in comparison to an observation-based meteorology. As recently pointed out by various authors, it has to be remarked that deviations from any observational dataset largely depend on the quality of the station recordings (Hagemann et al., 2001; Kotlarski et al., 2005; Pfeiffer and Zängl, 2010). Biases in distributions of meteorological observations can be induced by a higher number of stations in valleys compared to mountain ridges or by a wind-induced underestimation of solid precipitation (Pfeiffer and Zängl, 2010; Sevruk, 1985). When using uncorrected meteorological observations to correct RCM simulations as done in our study, all the uncertainties inherent in the observation-based data will compromise the overall results of the model chain. Although such circumstances have to be kept in mind, the hydrological results achieved when using our gridded station recordings as input for the hydrological model prove their high quality as will be shown later in this paper.
As Fig. 3a shows, smallest biases in monthly mean temperature are found for MM5 simulations driven by ERA40 reanalysis data. Here, the largest deviations from the observation-based dataset appear in the winter months with a maximum in January (+0.8°C), while the simulations are very close to the observations for the rest of the year. Driven by the ECHAM5 model, MM5 overestimates mean temperature from November to April by up to +1.5°C (December and January), while temperatures are slightly underestimated for the rest of the year with a maximum of underestimation in August (−0.9°C). REMO driven by ERA40 boundaries overestimates temperatures in the Upper Danube Watershed from April to November with a maximum of +1.7°C in September, whereas comparatively small deviations from the observation-based dataset characterize the rest of the year. In case of REMO driven by ECHAM5 forcings, highest deviations from the observation-based meteorology are found in April and November with +1.8°C and +1.2°C, respectively.

Considering simulated precipitation, the models MM5 and REMO show a slight tendency to overestimate precipitation in the Upper Danube Watershed as displayed in Fig. 3b. In particular the ECHAM5-driven model runs for both RCMs are characterized by a comparatively severe overestimation of precipitation in winter. This overestimation is higher in the MM5 simulations with a maximum of around +50% in January and February. The tendency to overestimate precipitation in winter can be traced back to the climatological behaviour of the ECHAM5 model, which overestimates the frequency of cyclones in Central Europe and the Mediterranean region. The latter in combination with the Alpine barrier leads to a strong overestimation in orographic precipitation at the northern and southern flanks of the Alps.

The multiplicative downscaling functions of vari and vari&bias as described above are calculated for the parameters precipitation, wind speed and humidity in advance of the coupled model runs. Within the downscaling process in SCALMET, these functions are used to multiply the bilinearly interpolated RCM simulations at each hourly time step h. In case of RCM-simulated temperature, the multiplicative correction is substituted by an additive correction term to more realistically describe the systematic
temperature decrease with increasing terrain elevation.

The downscaling factors used for the correction of subgrid-scale variability and for a combined correction of subgrid-scale variability and bias in MM5-simulated precipitation (ECHAM5 forcings) are illustrated exemplarily for January in Fig. 4. Compared to the correction of subgrid-scale variability alone, the combined correction of subgrid-scale variability and bias remarkably reduces simulated precipitation for the area of the Upper Danube in January. Largest corrections are carried out in the Alpine foreland, where the overestimation of precipitation in the MM5 simulations as a result of biases in the global boundaries is particularly distinct.

While the statistical downscaling functions of vari and vari&bias are used for the downscaling of precipitation, wind speed, humidity and temperature as described above, a physically based approach is applied for the downscaling of surface pressure. The method is based on the hydrostatic approximation and ideal gas law and is described in detail by Cosgrove et al. (2003). Due to a lack of recordings, incoming longwave and shortwave radiation is bilinearly interpolated to the resolution of 1 × 1 km in case of all coupled model runs presented in this paper.

In order to analyze the performance of the different downscaling approaches for different global boundary conditions, all downscaling factors described are derived separately for REMO and MM5 simulations with ERA40 reanalysis and ECHAM5 forcings. The total number of coupled model runs analyzed here therefore amounts to 12, setting the basis for an intercomparison of the model results achieved. An overview of the different model runs is given in Fig. 5.

### 3.4 Hydrological simulations – the mesoscale hydrological model PROMET

The distributed, physically based hydrological model PROMET (Processes of Radiation, Mass and Energy Transfer) (Mauser and Bach, 2009) represents the HM in DANUBIA. The model was initially designed by Mauser and Schädlich (1998) as a SVAT-type evapotranspiration model. It has been applied at different spatial scales ranging from single field scale over to mesoscale watersheds (100 000 km²) as well as
under a variety of climatological conditions (Bach et al., 2000, 2003a, b; Strasser and Mauser, 2001; Ludwig and Mauser, 2000; Ludwig et al., 2003a).

Following a modular structure, PROMET is composed of the following eight components (see Fig. 6): meteorology, land surface energy and mass balance, vegetation, snow and ice, soil hydraulic and soil temperature (unsaturated zone), ground water (saturated zone), channel flow and man-made hydraulic structures.

The meteorology component provides hourly raster fields of the meteorological parameters temperature, precipitation, wind speed, incoming short- and longwave radiation and air humidity for the process description at the land surface by (i) spatially distributing meteorological recordings taken at 277 weather stations of the German and Austrian Weather Service network or (ii) by reading downscaled simulations from RCMs from a file. While the spatial distribution of station recordings is carried out in a meteorological preprocessor within PROMET, the downscaling of RCM output is performed in the model coupler and scaling tool SCALMET as described in a previous section of this paper.

The spatial distribution of meteorological recordings in PROMET is of particular importance for the course of this study as it not only generates the meteorological input for all model runs not driven by RCM data, but also provides the data basis for the statistical downscaling of RCM simulations. The meteorological station network providing the meteorological data basis in our study is comparatively dense and equally distributed over space. However, the number of stations strongly decreases with increasing terrain elevation leading to a certain underrepresentation of higher altitudes (Marke, 2008). The remapping in the meteorological preprocessor of PROMET is carried out by temporally interpolating the recordings taken at 7 a.m., 2 p.m. and 9 p.m. to hourly values in a first step using a cubic spline interpolation (Van Loan, 1997). The interpolation of precipitation distinguishes between short events (one isolated precipitation recording) and long-term events (repeated recordings). The first precipitation class is temporally interpolated by applying a Gaussian distribution to partition the recorded precipitation amount on the hours before the recording, whereas the class of long-term
events is equally distributed over time. The temporally interpolated time series is then spatially distributed by using an inverse distance weighted interpolation in combination with altitudinal corrections. As precipitation distributions in the Upper Danube are not only controlled by terrain elevation, but are also largely governed by the occurrence of orographic lifting at the northern rim of the Alps as well as luff-lee effects, daily correction factors are used to distribute precipitation beyond the capabilities of the regression approach described above. The latter have been derived from a 10-yr analysis of more than 2000 rainfall gauges in the catchment using the Parameter-elevation Regression on Independent Slope Model (PRISM) (Daly et al., 1994). By multiplying interpolated precipitation by these factors, the complex, small-scale precipitation patterns are considered, still not modifying the total precipitation amounts in the basin.

A number of studies have recently given a detailed demonstration of PROMET’s ability in the simulation of water and energy fluxes in the Upper Danube Watershed using spatially distributed observations as meteorological input (e.g. Mauser and Bach, 2009; Marke, 2008; Hank, 2008, and Mürth, 2008, Marke et al., 2011). In the framework of this paper, only a brief overview of the model performance in the uncoupled model setup is given in order to provide a basis for comparison to the results of the 12 coupled model runs presented subsequently. Figure 7 shows the simulated daily discharge at gauge Achleiten for the period 1972–2000 compared to observations.

As the scatter plot in Fig. 7a shows, PROMET is capable of simulating daily variability of water fluxes in the watershed with only small biases. This conclusion is further justified by the efficiency criteria of the coefficient of determination ($R^2$), as well as the Nash-Sutcliffe model efficiency (NSME) (Nash and Sutcliffe, 1970), with values of 0.81 and 0.75 for $R^2$ and NSME, respectively. Note that values of NSME range from 1 (perfect fit) to $-\infty$, with a NSME of $<0$ indicating that the mean value of the observations is a better predictor than the model (Krause et al., 2005).

Figure 7b shows the number of days with discharge above daily discharge Qd as simulated and observed for gauge Achleiten. Again, PROMET is able to reproduce observed discharge conditions at Achleiten with good accuracy. The difference between
the two plotted lines in Fig. 7b indicates only a small tendency to overestimate observed discharge volumes. Finally, a comparison of observations and simulations is given for the mean monthly discharge (MMQ), the mean monthly peak flow discharge (MHQ) and the mean monthly low flow discharge (MNQ) over the period 1972–2000 in Fig. 8. The illustrations reveal largest deviations from the observed discharge volumes in case of all discharge criteria considered in May. As discharge in Achleiten is predominantly governed by snowmelt contributions during this time of the year, the implementation of a sub-pixel approach, which is part of current model developments, might be able to improve model performance in spring due to a more realistic representation of snow-related processes (Mauser and Bach, 2009). Compared to simulated MMQ and MNQ discharge, the simulated course of MHQ is characterized by a higher degree of overestimation. The latter can be explained by the fact that large floods tend to be overestimated as the frequent inundation of riparian areas during peak flow events, as well as the measures taken by reservoir management to reduce extreme floods, have both not been implemented in the HM yet. For more information on PROMET, its validation and parameterization, the reader is referred to Mauser and Bach (2009).

4 Results

The following paragraphs present the results achieved within the 12 coupled model runs carried out with the hydrometeorological model chain as presented in the previous sections of this paper. To clearly distinguish between the model results obtained under the application of different global boundary conditions, the hydrological simulations achieved with ERA40 and ECHAM5 boundaries are discussed separately.

4.1 ERA40 boundary conditions

The results of all ERA-driven model runs are displayed in Figs. 9–12. Figure 9 exhibits that a bilinear interpolation (bil) and a correction of sub-grid scale variability without
bias correction (\textit{vari}) result in an overestimation in the number of days with discharge volumes above $\sim 1000 \, \text{m}^3 \, \text{s}^{-1}$ in case of both RCMs, which becomes rather severe above $\sim 2000 \, \text{m}^3 \, \text{s}^{-1}$. For MM5 this tendency is less distinct and can be fully resolved by including a correction of biases into the downscaling process, whereas a certain overestimation persists when driving PROMET with REMO simulations, even if the latter are corrected for biases in advance of the coupled model run. Analogously to the observation-driven model run discussed earlier (see Fig. 8), MMQ, MHQ and MNQ tend to be overestimated in case of both RCMs particularly in May (see Figs. 10–12). The degree of overestimation, at least for the coupled model runs without bias correction, with values of up to $+54\%$ (MHQ, MM5 \textit{bil}) and $+99\%$ (MHQ, REMO \textit{bil}) is, however, higher when using the RCMs MM5 and REMO to provide the meteorological input for the HM.

While the correction of subgrid-scale variability only slightly improves the simulation of discharge at gauge Achleiten, the integration of a bias correction into the downscaling process strongly reduces the degree of overestimation in case of both RCMs. The latter is particularly evident for the MM5-driven model runs, where the combined correction of subgrid-scale variability and biases in the RCM data (\textit{vari}&\textit{bias}) reduces deviations from observed discharge to the same order as for the observation-driven control run. Inaccuracies in simulated MMQ and MNQ primarily consist of a shift of the discharge maximum towards spring, but the general amounts of simulated runoff compare well with the observations. These large improvements in simulated discharge can be attributed to a reduction of water available for runoff in April and May as a result of the correction of biases in MM5-simulated precipitation (see Fig. 3b). Simulated evapotranspiration has been compared for the downscaling approaches \textit{vari} and \textit{vari}&\textit{bias}, but the resulting differences turned out to be minor in case of both RCMs.

Considering simulated MHQ, the combined correction of subgrid-scale variability and biases in case of both RCMs results in an underestimation of discharge in January and February followed by an overestimation of discharge in April and May. The second half of the year is characterized by very little deviations from observed MHQ in case of the
bias corrected MM5 simulations. Considering the same period of time, the application of bias corrected REMO simulations induces an overestimation of discharge of up to 27% (October) that cannot be observed in the downscaling approaches of the bilinear interpolation and the correction of subgrid-scale variability only. This overestimation, together with the magnitude of overestimation in the first half of the year lead to a comparatively large overall deviation from observed MHQ in case of REMO vari&bias. Table 1 gives a comprehensive overview of different statistical criteria applied to evaluate the results of the different ERA-driven coupled model runs. The illustrated values of $R^2$ indicate that the consideration of subgrid-scale variability within the downscaling process for all ERA40-driven model runs results in an improved reproduction of the discharge at gauge Achleiten (1972–2000). The integration of a bias correction tends to have a neutral to weakly positive impact on $R^2$ in case of MM5, but a moderately negative impact in case of REMO. The latter indicates that the variance of discharge at Achleiten can be better reproduced by an application of non bias-corrected ERA-REMO simulations. As $R^2$ merely considers the covariance and not the difference between the observed and predicted parameter, the Nash-Sutcliffe model efficiency (NSME) and the root mean squared error (RMSE) are consulted to extend the statistical analysis. The values of the NSME and RMSE in Table 1 lead to the conclusion that a combined correction of subgrid-scale variability and bias within the downscaling process further improves the simulation of discharge volumes at gauge Achleiten. This is valid for all RCMs and hydrological criteria considered.

Comparing the values of the statistical criteria for ERA40-MM5- and ERA40-REMO-driven model runs, all criteria suggest that the meteorological data provided by MM5 lead to a more accurate simulation of discharge volumes for all downscaling approaches and all discharge criteria. The higher values of $R^2$ for simulated MNQ in case of REMO however suggest, that the variance in MNQ discharge is better reflected by the REMO-driven model runs.

At least for the downscaling approach vari&bias, the monthly mean temperature, precipitation, humidity and wind speed conditions 1971–2000 are identical for both RCMs
as both models share the same reference data used for the bias correction. Differences in the hydrological model results can therefore only be induced by (i) different temporal dynamics in the RCM data (e.g. rainfall intensities), (ii) by short-term differences in the meteorological fields, (iii) by differences in meteorological parameters that are not affected by the correction of biases (shortwave radiation, longwave radiation, surface pressure) or (iv) by an interaction of different hydrometeorological parameters. To further investigate into this assumption, the rain intensities simulated by MM5 and REMO were analyzed for the Upper Danube Watershed (see Fig. 13). The plots show only minor differences in the precipitation intensities in winter, spring and autumn, whereas comparatively large differences between MM5 and REMO exist in summer. Summer rain intensities derived from REMO simulations seem to be characterized by an underestimation of the frequency of low intensity events, whereas events with high intensities tend to be overestimated in their occurrence. Please note that the hourly observations used as reference data represent temporally disaggregated precipitation recordings. The temporal disaggregation as described in a previous section of this paper might result in smoothing of rain intensities.

The differences in MM5- and REMO-simulated rainfall intensities can probably be traced back to the different convection schemes applied within the two RCMs. Although there are deviations from the observation based intensity distribution in case of MM5 as well, the convection scheme applied in MM5 seems to more realistically reflect the observed conditions in the Upper Danube Watershed. As higher rainfall intensities result in increased runoff generation, this partly explains the better overall performance observed for the coupled ERA40-MM5-driven runs. Further explanations for differences in discharge simulations for the downscaling approach vari&bias can be found when taking a closer look at the simulated evapotranspiration. As Fig. 14 shows, evapotranspiration is much higher in the MM5-driven model run resulting in lower water availability for runoff generation. The increased evapotranspiration found in the MM5-driven model run can be attributed to differences in simulated global radiation, which are not eliminated by the bias correction (see Fig. 15). MM5 for all months of the year
simulates significantly higher values of global radiation with a minimum of +15% in August and a maximum of +56% in January. While mean monthly temperature, precipitation, wind speed and humidity conditions are identical for both downscaled RCM simulations, additional differences in simulated discharge can arise from differences in the meteorological input at shorter time scales resulting in different hydrological reactions of the land surface. Short-term differences in RCM-simulated temperature and precipitation in winter cause differences in the snow cover distributions simulated by the hydrological model PROMET. The latter might be an explanation for the comparatively large differences in simulated discharge between the MM5- and REMO-driven PROMET run in May (see Figs. 10–12).

4.2 ECHAM5 boundary conditions

The last paragraphs have discussed the HM results achieved with ERA40 reanalysis data as boundary conditions for the RCMs MM5 and REMO. These lateral forcings can be considered as perfect boundaries for the simulation of past meteorological conditions, but are, however, not available for the simulation of climate change scenarios. Scenario simulations require the application of GCMs as lateral boundary conditions that include the radiative forcings defined for different climate change scenarios, like those elaborated by the IPCC (2007). As the climate change signal in meteorological and hydrological simulations can only be investigated by comparing simulations achieved under comparable meteorological boundary conditions, it is necessary to analyze the HM results, which result from the use of GCM data as boundary conditions for MM5 and REMO over the period 1972–2000. The results for all coupled model runs conducted with ECHAM5 boundaries are illustrated in Figs. 16–19. Analyzing the HM results achieved with ECHAM5 boundaries leads to findings very similar to those already discussed for ERA40 boundaries. As Fig. 16 shows, the number of days above daily discharge Qd at gauge Achleiten is severely overestimated in case of both RCMs when ECHAM5 boundaries are applied and no bias correction is carried out. This overestimation appears to be more distinct with ECHAM5 boundaries than
for the ERA40-driven model runs. It can be fully resolved by a correction of biases in MM5 simulations. In case of ECHAM5-driven REMO runs, the combined correction of subgrid-scale variability and biases reduces the overestimation of daily discharge. A certain overestimation remains that is, however, less distinct compared to the results achieved with ERA40 boundaries.

Considering simulated MMQ, MHQ and MNQ, the results of all coupled model runs achieved without bias corrections show an overestimation of discharge in the winter half-year (see Figs. 17–19). The latter is much more pronounced in the MM5-driven simulations, where the overestimation of discharge takes values of +69 % – +92 % (January) depending on the discharge criteria considered. The large amount of overestimation in the non bias-corrected MM5 runs in winter leads to a seasonal course in simulated discharge that strongly differs from the observations, which, in case of all hydrological criteria, are characterized by a clear discharge maximum in summer and a discharge minimum in winter. These deviations from observed conditions result in comparatively low $R^2$ values of 0.15–0.50 for non bias-corrected MM5 simulations depending on the discharge criteria and downscaling method considered (see Table 2).

In case of REMO, the maximum overestimation is found in April and May, where the values amount to +58 % – +67 % (April) and +56 % – +83 % (May) depending on the discharge criteria considered. Although a tendency to overestimate discharge in the winter half-year can be observed in case of REMO-driven model runs as well, the relative proportions characterized by a maximum in summer and a minimum in winter are better reflected by an application of non bias-corrected REMO simulations leading to higher values of $R^2$ (0.74–0.95). An explanation for the large degree of overestimation found in all non bias-corrected model runs is given by the distinct overestimation of RCM-simulated precipitation under ECHAM5 forcings (see Fig. 3b). As Figs. 17–19 show, the elimination of biases in the RCM data in addition to the consideration of subgrid-scale variability results in a major improvement of the results of the hydrological model PROMET. In case of both RCMs the overestimation of discharge in winter is strongly reduced and turns into an underestimation for the months of January and
February, which is particularly distinct in case of MHQ. Again, this is due to the reduction of water available for runoff as a result of the correction of simulated precipitation and not due to an increase in monthly evapotranspiration. For MMQ and MNQ, the bias correction leads to a discharge maximum in May. This deviation from the discharge recordings is also observed in the uncoupled model setup and can therefore not be attributed to the RCM simulations applied in the coupled model setup.

Analogously to the analysis of all ERA40-driven model runs, the statistical criteria of the coefficient of determination, the Nash-Sutcliffe model efficiency and the root mean squared error are summarized for all ECHAM5-driven model runs in Table 2. As already observed for ERA boundaries, the combined correction of subgrid-scale variability and biases in the RCM data drastically reduces the biases in simulated discharge for both RCMs and all hydrological criteria considered. Comparing the results for MM5 and REMO simulations, \( R^2 \) takes higher values in case of REMO. This again applies to all discharge criteria and downscaling approaches and indicates that the temporal variability of discharge at gauge Achleiten is better represented by the results of ECHAM5-REMO-driven model runs. However, the consideration of the absolute differences between simulated and observed discharge 1972–2000, as done in case of NSME and RSME, suggests that ECHAM5-MM5-driven model runs better reproduce absolute discharge volumes at gauge Achleiten. Similar to the ERA40-driven runs, differences between MM5 and REMO can probably be attributed to different convection schemes (resulting in similar differences in rain intensities for ECHAM5 boundaries as shown in a previous section for ERA forcings, see Fig. 13), differences in simulated global radiation (characterized by much higher values of global radiation in case of MM5) and lower values of evapotranspiration in case of REMO.
5 Conclusions

A hydrometeorological model chain has been presented that has been applied to simulate water and energy fluxes in the catchment of the Upper Danube Watershed at a spatial resolution of $1 \times 1$ km and on a hourly time basis for the period 1971–2000. To analyze the impact of different global boundaries (ERA40 and ECHAM5) translated to the regional scale by different RCMs (MM5 and REMO) and further refined by downscaling approaches of different complexity (bilinear interpolation, correction of subgrid-scale variability and combined correction of subgrid-scale variability and bias) a total number of 12 model runs have been presented and discussed in this paper. It was shown that the quality of the hydrological simulations largely depends on the global boundaries driving the RCMs, on the dynamical downscaling carried out by the RCMs as well as on the subsequent statistical downscaling applied to further refine the RCM data to the scale of the hydrological application. The authors therefore emphasize the urgent need to carefully consider the setup of any coupled model system before interpreting the model results achieved for past as well as potential future climate conditions.

Compared to a simple bilinear interpolation, the correction of subgrid-scale variability in RCM simulated precipitation, temperature, humidity and wind-speed allows a more accurate simulation of discharge. This tendency has been observed for all model configurations and all discharge criteria considered (MMQ, MHQ and MNQ). However, both downscaling approaches lead to an overestimation of discharge at gauge Achleiten. The latter is observed in case of both RCMs. The overestimation is particularly evident for the time from April to June in case of ERA40 boundaries and is further extended to rest of the year in case of ECHAM5 boundaries. Here, the overestimation of discharge can be traced back to a severe overestimation of precipitation induced by the global boundary conditions. The hydrological results achieved using bias-corrected RCM data as meteorological input for the uncalibrated hydrological model PROMET clearly show that the elimination of biases in RCM simulations represents an inevitable measure
to be taken in order to maximize the overall performance of the hydrometeorological model chain, regardless of the global boundary conditions or RCM applied. Comparing the hydrological simulations resulting from an application of MM5 and REMO, the application of bias corrected MM5 simulations turned out to allow a more accurate simulation of discharge volumes at gauge Achleiten 1972–2000. The variance in simulated discharge, however, was often better reflected in case of REMO-forcings. The latter particularly applies to non bias-corrected ECHAM5-driven model runs, where the seasonal course of discharge at Achleiten is barely reproduced by the HM when MM5 simulations are used as meteorological input.

The correction of biases in the RCM data leads to values of mean monthly precipitation, temperature, air humidity and wind speed for the period 1971-2000 that, in case of both RCMs, are identical to the observation-based data used within the downscaling process. Hence, the causes for differences in discharge simulated on the basis of MM5 and REMO meteorology have to be related to differences in the internal dynamics of the RCMs, to differences in meteorological parameters that are not included in the bias correction, to short-term differences in the meteorological data, or to the interaction of different hydrometeorological parameters. From a general point of view, reasons for differences in RCM simulations can be manifold and extend from different parameterizations over different vertical resolutions to differences in the RCM domains. The analysis of simulated rainfall intensities in the present study reveals an overestimation of high rainfall intensities in the REMO simulations in summer, which, together with the non-linear behavior of runoff generation in the hydrological model, partly explains the increased runoff during this time of the year. Further explanations have been found in the simulated evapotranspiration, which is significantly higher in case of all bias-corrected MM5 runs due to higher values of simulated global radiation. Comparing the results achieved with different global boundary conditions, only minor differences can be identified. It is, however, noteworthy that all efficiency criteria in case of bias corrected MM5 simulations indicate better performance under ERA40 boundaries, whereas REMO-driven HM simulations better correspond to measured
discharge under ECHAM5 boundaries.

Compared to the observation-driven model setup, biases in simulated discharge persist that can not be explained by biases in the mean monthly meteorology but rather by considering the temporal dynamics within the RCM simulations and the interaction of different meteorological parameters (e.g. dependence of relative humidity on temperature and absolute humidity) and hydrological parameters (e.g. dependence of water storage in the snow-pack on temperature and precipitation). Additional research efforts have to be undertaken in order to identify the hydrological implication of spatial resolution associated with the description of atmospheric processes. The latter will be investigated in a follow-up study that compares the HM results achieved with REMO simulations at a horizontal grid resolution of 0.088 degree to the results achieved for a grid size of 0.4 degree as used in the current study.

As the quality of RCM simulations and the amount of bias that has to be corrected largely vary in space and time, the transferability of our results to other geographical regions is somehow limited. Additional studies in subcatchments of the Upper Danube Watershed or other European mesoscale watersheds will help to learn, to which extend the results can be generalized to other regions and will thus help to contribute to a better understanding of the complex hydrometeorological interactions involved.

The downscaling and bias correction methods applied in the current study represent pragmatic approaches that are computationally inexpensive and have proven to be robust for the application in coupled land-atmosphere model systems. As these approaches correct biases on a monthly time basis, it cannot be expected that they apply to the correction of differences between climate model simulations and observed climate on shorter time scales. The uncertainties unfolding from the analysis of the HM results on a monthly time basis are therefore of limited value for hydrological applications that aim at the reproduction of hydrological conditions at much finer temporal scales (e.g. of extreme flood events). Investigating the potential of the presented methods on a higher temporal resolution might therefore be a fruitful area for future research activities.
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Table 1. Performance of the hydrological model PROMET using ERA40-driven MM5 and REMO simulations in combination with different downscaling approaches as meteorological input. The abbreviations represent the coefficient of determination ($R^2$), the Nash-Sutcliffe model efficiency (NSME) and the root mean squared error (RMSE). All statistical criteria have been calculated on the basis of the mean monthly discharge conditions 1972–2000 ($n = 12$).

<table>
<thead>
<tr>
<th>RCM (ERA40 boundaries)</th>
<th>Hydrological criterion</th>
<th>Downscaling</th>
<th>$R^2$</th>
<th>NSME</th>
<th>RMSE (m³ s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MM5</td>
<td>MMQ</td>
<td>bil</td>
<td>0.71</td>
<td>-0.59</td>
<td>369.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vari</td>
<td>0.84</td>
<td>-0.03</td>
<td>297.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vari &amp; bias</td>
<td>0.87</td>
<td>0.75</td>
<td>146.05</td>
</tr>
<tr>
<td>MHQ</td>
<td>bil</td>
<td>0.69</td>
<td>-0.97</td>
<td></td>
<td>532.04</td>
</tr>
<tr>
<td></td>
<td>vari</td>
<td>0.83</td>
<td>-0.05</td>
<td></td>
<td>388.82</td>
</tr>
<tr>
<td></td>
<td>vari &amp; bias</td>
<td>0.87</td>
<td>0.69</td>
<td></td>
<td>209.94</td>
</tr>
<tr>
<td>MNQ</td>
<td>bil</td>
<td>0.71</td>
<td>-0.14</td>
<td></td>
<td>251.74</td>
</tr>
<tr>
<td></td>
<td>vari</td>
<td>0.84</td>
<td>0.08</td>
<td></td>
<td>225.86</td>
</tr>
<tr>
<td></td>
<td>vari &amp; bias</td>
<td>0.83</td>
<td>0.69</td>
<td></td>
<td>132.00</td>
</tr>
<tr>
<td>REMO</td>
<td>MMQ</td>
<td>bil</td>
<td>0.84</td>
<td>-2.0</td>
<td>506.98</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vari</td>
<td>0.91</td>
<td>-1.09</td>
<td>423.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vari &amp; bias</td>
<td>0.85</td>
<td>0.09</td>
<td>279.46</td>
</tr>
<tr>
<td>MHQ</td>
<td>bil</td>
<td>0.67</td>
<td>-3.88</td>
<td></td>
<td>836.02</td>
</tr>
<tr>
<td></td>
<td>vari</td>
<td>0.80</td>
<td>-1.52</td>
<td></td>
<td>601.15</td>
</tr>
<tr>
<td></td>
<td>vari &amp; bias</td>
<td>0.74</td>
<td>-0.33</td>
<td></td>
<td>436.48</td>
</tr>
<tr>
<td></td>
<td>bil</td>
<td>0.91</td>
<td>-0.39</td>
<td></td>
<td>278.05</td>
</tr>
<tr>
<td>MNQ</td>
<td>vari</td>
<td>0.95</td>
<td>-0.61</td>
<td></td>
<td>299.15</td>
</tr>
<tr>
<td></td>
<td>vari &amp; bias</td>
<td>0.88</td>
<td>0.30</td>
<td></td>
<td>197.33</td>
</tr>
</tbody>
</table>
Table 2. Performance of the hydrological model PROMET using ECHAM5-driven MM5 and REMO simulations in combination with different downscaling approaches as meteorological input. The abbreviations represent the coefficient of determination ($R^2$), the Nash-Sutcliffe model efficiency (NSME) and the root mean squared error (RMSE). All statistical criteria have been calculated on the basis of the mean monthly discharge conditions 1972–2000 ($n = 12$).

<table>
<thead>
<tr>
<th>RCM (ECHAM5 boundaries)</th>
<th>Hydrological criterion</th>
<th>Downscaling</th>
<th>$R^2$</th>
<th>NSME</th>
<th>RMSE ($m^3 s^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MM5</td>
<td>MMQ</td>
<td>bil</td>
<td>0.29</td>
<td>-3.80</td>
<td>641.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vari</td>
<td>0.50</td>
<td>-2.87</td>
<td>575.88</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vari&amp;bias</td>
<td>0.86</td>
<td>0.73</td>
<td>152.86</td>
</tr>
<tr>
<td>MHQ</td>
<td>MMQ</td>
<td>bil</td>
<td>0.15</td>
<td>-5.29</td>
<td>949.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vari</td>
<td>0.43</td>
<td>-3.25</td>
<td>780.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vari&amp;bias</td>
<td>0.80</td>
<td>0.53</td>
<td>259.22</td>
</tr>
<tr>
<td>MNQ</td>
<td>MMQ</td>
<td>bil</td>
<td>0.28</td>
<td>-3.39</td>
<td>493.57</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vari</td>
<td>0.48</td>
<td>-2.96</td>
<td>468.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vari&amp;bias</td>
<td>0.83</td>
<td>0.63</td>
<td>142.56</td>
</tr>
<tr>
<td>REMO</td>
<td>MMQ</td>
<td>bil</td>
<td>0.87</td>
<td>-4.20</td>
<td>667.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vari</td>
<td>0.92</td>
<td>-3.45</td>
<td>617.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vari&amp;bias</td>
<td>0.86</td>
<td>0.18</td>
<td>264.94</td>
</tr>
<tr>
<td>MHQ</td>
<td>MMQ</td>
<td>bil</td>
<td>0.74</td>
<td>-5.67</td>
<td>977.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vari</td>
<td>0.84</td>
<td>-3.69</td>
<td>819.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vari&amp;bias</td>
<td>0.81</td>
<td>-0.13</td>
<td>402.39</td>
</tr>
<tr>
<td>MNQ</td>
<td>MMQ</td>
<td>bil</td>
<td>0.90</td>
<td>-2.66</td>
<td>450.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vari</td>
<td>0.95</td>
<td>-3.09</td>
<td>476.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vari&amp;bias</td>
<td>0.89</td>
<td>0.33</td>
<td>192.12</td>
</tr>
</tbody>
</table>
Fig. 1. The Upper Danube Watershed.
Fig. 2. Schematic overview of the hydrometeorological model chain used in the current study.
Fig. 3. (a) Mean temperature and (b) precipitation 1971–2000 as simulated for the Upper Danube Watershed by the RCMs REMO and MM5 compared to observation-based data.
Fig. 4. Downscaling factors for the correction of subgrid-scale variability (1 x 1 km) in MM5 simulated precipitation (45 x 45 km) for January (left) and factors for a combined correction of subgrid-scale variability and bias in MM5 simulated precipitation (ECHAM5 forcings) for January (right).
Fig. 5. The coupled model runs analyzed in the framework of this study.
Fig. 6. Schematic diagram of the components of the hydrological model PROMET as used in the current study (boxes) and mass/energy fluxes exchanged between them (arrows).
Fig. 7. (a) Daily discharge and (b) number of days with discharge above discharge Qd at gauge Achleiten according to observations and uncoupled simulations for the period 1972–2000.
Fig. 8. Mean monthly discharge (MMQ, left), mean monthly peak flow discharge (MHQ, center) and mean monthly low flow discharge (MNQ, right) according to observations and uncoupled simulations for the period 1972–2000.
Fig. 9. Comparison of the observed number of days with discharge above discharge Qd at gauge Achleiten to coupled simulations with (a) ERA40-MM5 forcings and (b) ERA40-REMO forcings for the period 1972–2000.
Fig. 10. Comparison of the observed mean monthly discharge (MMQ) at gauge Achleiten to coupled simulations with (a) ERA40-MM5 forcings and (b) ERA40-REMO forcings for the period 1972–2000.
Fig. 11. Comparison of the observed mean monthly peak flow discharge (MHQ) at gauge Achleiten to coupled simulations with (a) ERA40-MM5 forcings and (b) ERA40-REMO forcings for the period 1972–2000.
Fig. 12. Comparison of the observed mean monthly low flow discharge (MNQ) at gauge Achleiten to coupled simulations with (a) ERA40-MM5 forcings and (b) ERA40-REMO forcings for the period 1972–2000.
Fig. 13. Mean frequency distribution of hourly precipitation intensities in the Upper Danube Watershed 1972–2000 according to spatially distributed observations (45 × 45 km) and ERA-driven RCM simulations (MM5 45 × 45 km, REMO 50 × 50 km). The observation based precipitation data has been generated by aggregating the calculations of the meteorological preprocessor in PROMET from 1 × 1 km to 45 × 45 km. The abbreviations DJF, MAM, JJA and SON represent the seasons of winter (December, January and February), spring (March, April and May), summer (June, July and August) and autumn (September, October and November).
Fig. 14. Monthly mean evapotranspiration simulated on the basis of bias corrected MM5 and REMO simulations (ERA40 boundaries) 1972–2000.
Fig. 15. Monthly mean global radiation as derived from MM5 and REMO simulations (ERA40 boundaries) 1972–2000.
Fig. 16. Comparison of the observed number of days with discharge above discharge Qd at gauge Achleiten to coupled simulations with (a) ECHAM5-MM5 forcings and (b) ECHAM5-REMO forcings for the period 1972–2000.
Fig. 17. Comparison of the observed mean monthly discharge (MMQ) at gauge Achleiten to coupled simulations with (a) ECHAM5-MM5 forcings and (b) ECHAM5-REMO forcings for the period 1972–2000.
Fig. 18. Comparison of the observed mean monthly peak flow discharge (MHQ) at gauge Achleiten to coupled simulations with (a) ECHAM5-MM5 forcings and (b) ECHAM5-REMO forcings for the period 1972–2000.
**Fig. 19.** Comparison of the observed mean monthly low flow discharge (MNQ) at gauge Achleiten to coupled simulations with (a) ECHAM5-MM5 forcings and (b) ECHAM5-REMO forcings for the period 1972–2000.