Shallow groundwater effect on land surface temperature and surface energy balance under bare soil conditions: modeling and description
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Abstract

Appreciating when and how groundwater affects surface temperature and energy fluxes is important for utilizing remote sensing in groundwater studies and for integrating aquifers within land surface models. To explore the shallow groundwater effect, we numerically exposed two soil profiles – one having shallow groundwater – to the same meteorological forcing, and inspected their different responses regarding surface soil moisture, temperature and energy balance. We found that the two profiles differed in the absorbed and emitted amounts of energy, in portioning out the available energy and in heat fluency within the soil. We conclude that shallow groundwater areas reflect less shortwave radiation due to their lower albedo and therefore they get higher magnitude of net radiation. When potential evaporation demand is high enough, a large portion of the energy received by these areas is spent on evaporation. This makes the latent heat flux predominant, and leaves less energy to heat the soil. Consequently, this induces lower magnitudes of both sensible and ground heat fluxes. The higher soil thermal conductivity in shallow groundwater areas facilitates heat transfer between the top soil and the subsurface, i.e. soil subsurface is more thermally connected to the atmosphere. In view of remote sensors’ capability of detecting shallow groundwater effect, we conclude that this effect can be sufficiently clear to be sensed if at least one of two conditions is met: high potential evaporation and big contrast in air temperature between day and night. Under these conditions, most day and night hours are suitable for shallow groundwater depth detection.

1 Introduction

Investigating the effect of shallow groundwater on land surface temperature and surface energy balance has two-fold benefits. Firstly, it provides solid ground for optimal utilization of thermal remote sensing in observing the areal extent of shallow groundwater and developing future satellite designs. Secondly, it contributes to establishing...
the basis in which this effect can be included in climate research, weather forecast, and water management studies.

The effect of groundwater on soil temperature has been noted as early as the 1930’s, (van den Bouwhuysen, 1934). In one of the pioneering investigations, Kappelmeyer (1957) successfully used near surface soil temperatures (1.5 m depth) to locate fissures carrying hot water. Since then, studies have been using soil temperature at shallow depths (0.5 to 2 m) to locate aquifers and delineate their flow systems.

Cartwright (1968) made use of temperature measurement at a depth of 0.5 m to find thermal anomalies caused by shallow aquifers located at a depth of about 5 m. He used a simple model to describe heat transport between soil-air interface and aquifer-overburden interface. Though his model was the earliest to describe this process, it included a major shortcoming: both land surface and groundwater had predefined standing temperatures (Dirichlet boundary condition). Obviously, this prevented any thermal interaction between the aquifer and the land surface.

Birman (1969) attributed the small amplitude of annual shallow-earth temperature wave to the presence of shallow groundwater. A year later, Krcmar and Masin (1970) reported that the most important results of geothermic measurements had been the investigation for circulation of both cold and hot underground waters.

Studies of geothermal prospecting for groundwater were continued by Cartwright (1971, 1974). Specifically Cartwright (1974) studied the use of soil temperature measured at 1m depth to describe the flow of small, shallow groundwater systems. Afterwards, and along the same line, several studies (Takeuchi, 1980, 1981, 1996; Yuhara, 1998 cited in Furuya et al., 2006; Olmsted et al., 1986; Bense and Kooi, 2004; Alkhaier et al., 2009) used thermal prospecting to locate shallow aquifers and to delineate their flow systems.

By the advent of remote sensing technologies, scientists were motivated by the accomplishments that had been realized by the in-situ measurements to employ thermal remote sensing in locating and delineating shallow groundwater systems. The new tool (i.e. remote sensors) provided radiant temperatures of extensive areas.
The majority of investigations that used remote sensing for detecting shallow groundwater effect on surface temperature was conducted between the late 60’s (Chase, 1969) and the early 80’s (Heilman and Moore, 1982). These studies were accompanied with relevant in-situ measurements and modeling efforts; Quiel (1975) measured the radiant temperature of gravel with varying depth of the groundwater table. He concluded that the influence of groundwater on surface temperature is insignificant if it is deeper than 0.2 m (diurnal damping depth of dry gravel). His conclusion is striking but understandable because gravel allows for a very small capillary rise; consequently, it does not affect the moisture state and the thermal properties of the section above water table. Furthermore, Quiel’s study considered only the penetration of the daily temperature variation and totally neglected the yearly temperature oscillation.

The latter was also neglected in the numerical model built by Huntley (1978), who conducted an important theoretical and practical investigation for aquifer detection using remote sensing. The diurnal numerical model he developed was simple (numerical faculties were not as advanced as it is today), but it was the last and the most detailed model that dealt with this phenomenon. His study concluded that it is impractical to estimate groundwater depth directly using thermal infrared imagery.

Actually, Huntley’s investigation underestimated the effect of groundwater on surface temperature mainly because of two reasons. Firstly, his study neither distinguished hot from cold groundwater nor separated very deep from shallow groundwater. For that reason, the measured subsurface soil temperatures and the depths of groundwater brought forth poor correlation. Secondly, his model was not sophisticated enough to simulate the inter-connection among energy balance components at land surface. Moreover, it did not consider the effect of groundwater on soil moisture and thus the thermal properties of the vadose zone.

Recently, there have been keen attempts to include groundwater systems in land surface models (i.e. models that simulate the interactions between soil, vegetation and the atmosphere). York et al. (2002), the earliest to include aquifers within coupled land surface models, triggered a series of investigations that approached the coupling between...
groundwater and land surface models using different schemes and techniques (Liang and Xie, 2003; Chen and Hu, 2004; Maxwell and Miller, 2005; Gulden et al., 2007; Fan et al., 2007; Niu et al., 2007; Jiang et al., 2009). Careful inspection of these works shows that their focal point was the mass aspect of the linkage between the surface and the subsurface domains via moisture flux. In this way, the main interest was the influence of groundwater, as an extra source of water for evaporation, on water budget at land surface. Specifically, Niu et al. (2007) developed a simple groundwater model (SIMGM) which considers unsaturated soil water and evaluated the model against the Gravity Recovery and Climate Experiment (GRACE) terrestrial water storage change data. Therefore, these studies did not provide a complete prospective of shallow groundwater effect. The temporal patterns of that effect on surface temperature, net radiation, and surface heat fluxes (latent, sensible and ground heat fluxes) were not portrayed. More importantly, utilizing thermal remote sensing in these efforts or reversely, utilizing their findings in detecting shallow groundwater via thermal remote sensing was beyond the scope of these studies.

Prior to any real success in the application of remote sensing techniques in shallow groundwater studies, and prior to solid integration of aquifers within coupled land surface models, it is essential to appreciate the basic physical principles involved in the process. In fact, the question whether shallow groundwater affects land surface temperature or not is still put forth. Furthermore, questions as: when and how this effect takes place or whether it is possible to utilize currently operational satellites in its detection, have not been adequately answered until now.

In this paper we undertook the aforementioned questions by implementing numerical simulations that take into consideration the majority of the aspects through which shallow groundwater affects land surface temperature and the various components of surface energy balance. In a companion paper (Alkhaier et al., 2011) we supported the findings and conclusions of this paper by further investigating the possibility of utilizing remotely sensed temperatures as a practical application in featuring that effect.
With respect to the numerical simulation implemented in this study, we exposed two soil profiles – one having shallow groundwater – to the same meteorological forcing. We then looked closely at the different responses of both profiles with regards to surface soil moisture, surface soil temperature and surface energy balance components. Hereinafter we sketch the general features of shallow groundwater effect. Afterwards we describe the numerical modeling experiments that had been implemented for portraying the expected pattern and magnitude of that effect.

2 Theory

Generally, groundwater is defined as water under positive pressure in the saturated zone of earth materials (Dingman, 2002). Within the context of this paper, “shallow” groundwater means that water table is close enough to influence soil moisture at land surface. In such systems, water can move upward from the water table into the vadose zone, driven by surface tension forces. This results in a saturated to nearly saturated zone of negative pressure above the water table (i.e. capillary fringe or tension-saturated zone) which may range in height from about 10 mm for gravel, to 1.5 m for silt and even to several meters for clay (Dingman, 2002).

The effect of shallow groundwater on soil moisture in the vadose zone may further extend above the capillary fringe to the land surface. This is not only due to surface-tension forces, but also due to its effect on the infiltration rate, as a result of air compression and counterflow in bounded soil columns (Grismer et al. 1994; Salvucci and Entekhabi, 1995).

At land surface, energy fluxes interact instantaneously with each other in accordance with the prevailing meteorological conditions and the specific thermal and radiative characteristics of soil surface. The surface temperature represents the state variable that continuously adjusts to changes in hydraulic and meteorological forcing in such a way that the energy balance is always being preserved:

\[ R_n = LE + H + G. \]
LE (Wm\(^{-2}\)) is latent heat flux that is used for evaporation (in this study we consider bare soil conditions). \(H\) (Wm\(^{-2}\)) is sensible heat flux which expresses the heat exchange between land surface and the air above it; \(G\) (Wm\(^{-2}\)) is ground heat flux, that is, the heat that enters the ground or migrates upward to the surface. \(R_n\) (Wm\(^{-2}\)) is the net radiation, which is the outcome of the radiation irradiated by the sun \((K_{in})\) and the sky \((\varepsilon L_{in})\) onto the land surface, minus the radiation which is reflected \((\alpha K_{in})\) or emitted by the land surface \((\varepsilon \sigma T_s^4)\), as:

\[
R_n = (1 - \alpha) K_{in} + \varepsilon L_{in} - \varepsilon \sigma T_s^4
\]

where \(\alpha\), \(\varepsilon\) are land surface albedo and emissivity respectively, \(T_s\) is land surface temperature (K) and \(\sigma\) is Stefan-Boltzmann constant \((5.6697 \times 10^{-8})\). Soil albedo, \(\alpha\), changes according to soil moisture, \(\theta_l\), as (Idso et al., 1975):

\[
\alpha = \alpha_d \exp \left[ -a_\alpha \theta_l \right]
\]

where \(\alpha_d\) is dry soil albedo and \(a_\alpha\) is an empirical coefficient.

Figure 1 presents a sketch of how shallow groundwater affects the different components of the energy balance at land surface. The component that prospers most when the soil moisture rises by shallow groundwater presence is latent heat flux (LE). Thus, more energy is spent for evaporation leaving less energy to heat the soil surface. Consequently, the cooler soil surface induces smaller thermal exchanges between the top surface soil and both the air above (sensible heat flux, \(H\)) and the subsurface soil beneath (ground heat flux, \(G\)).

Furthermore, the presence of shallow groundwater affects thermal properties of both saturated and unsaturated zones. Through its effect on thermal conductivity and volumetric heat capacity of the soil profile, groundwater alters the propagation of heat in the subsurface and thereby affects soil temperature and ground heat flux. Whereas the change in thermal conductivity affects the intensity of ground heat flux and both diurnal and annual heat penetration depths, the change in volumetric heat capacity alters the
amount of heat that can be stored in soil layers. As a result, both amplitude and phase of diurnal and annual waves of ground heat flux and soil temperature are affected.

Net radiation, $R_n$, (Eq. 2) has three components that are likely to be influenced by the wetness of land surface, namely; the reflected shortwave radiation ($\alpha K_{in}$) and both absorbed and emitted longwave radiation ($\varepsilon \sigma T_s^4$). The first component ($\alpha K_{in}$) is controlled by albedo, while the last two are dependent on emissivity; both albedo and emissivity vary with soil moisture. Nevertheless, soil emissivity may have a minor effect since it is involved in two components of comparable magnitude acting in opposite directions, i.e. $\varepsilon L_{in}$ and $L_{out}$ (Eq. 2).

3 Methodology

We used the Simultaneous Heat and Water model (SHAW) (Flerchinger, 2000) to simulate water and heat transfer within soil and to produce the germane energy fluxes at land surface. We chose SHAW because it presents the heat and water transfer processes in detailed physics and has been successfully employed to simulate land surface energy balance over a broad range of conditions and applications (Flerchinger and Cooley, 2000; Flerchinger et al., 2003, 2009; Flerchinger and Hardegree, 2003; Santanello and Friedl, 2003; Huang and Gallichand, 2006).

The simulation was implemented for two different soil profiles that were put under the same forcing meteorological conditions. Though the two profiles were alike in terms of soil composition and profile depth, they differed in one aspect which was the presence of groundwater. One profile had water table perched at 2m from land surface (hereafter referred to as the “GWP”) whereas the other profile had no groundwater (hereafter designated to as the “NOGWP”).

To maintain simplicity, we adopted the following assumptions: (1) both heat and water transfers took place only in the vertical direction (2) the soil was homogeneous in both soil profiles and (3) water table in GWP was stagnant during the simulation period.
Hereinafter, we spotlight the most important expressions being adopted in SHAW to obtain surface heat fluxes. We also present how water and heat transfers within the soil profile are mathematically expressed in accordance with Flerchinger (2000). Afterwards, we describe the experimental design together with the input data (profile depth, soil and weather data, simulation duration and time step).

3.1 SHAW formulations

SHAW model simulates a vertical, one-dimensional profile which may extend from the top of possibly existing vegetation canopy, plant residue, snow, or soil surface down to a certain depth within the soil. This system is represented by detailed physics. We present hereinafter some of its fundamental equations that are relevant to our specific simulation purpose. For further details the reader is referred to SHAW technical documentation (Flerchinger, 2000).

3.1.1 Surface heat fluxes

Sensible heat flux is related to temperature gradient between the soil surface and the atmosphere. Following Campbell (1977), we write:

$$ H = -\rho_a c_a \frac{(T_s - T_a)}{r_H} $$

(3)

where $\rho_a$, $c_a$ and $T_a$ are air density (kg m$^{-3}$), specific heat (J kg$^{-1}$°C$^{-1}$) and temperature (°C) at the measurement reference height $z_{ref}$; $T_s$ is the temperature (°C) of soil surface, and $r_H$ is the resistance to surface heat transfer (s m$^{-1}$) corrected for atmospheric stability.

Latent heat flux is associated with water vapor transfer from soil surface to the atmosphere, as:

$$ LE = L \frac{(\rho_{vs} - \rho_{va})}{r_v} $$

(4)
where $L$ is the latent heat of vaporization (J kg$^{-1}$), $E$ is vapor flux (kg s$^{-1}$ m$^{-2}$), $\rho_{vs}$ and $\rho_{va}$ are vapor density (kg m$^{-3}$) of soil surface and air at the reference height. The resistance value for vapor transfer $r_v$ (s m$^{-1}$) is assumed to be equal to the resistance to surface heat transfer $r_H$.

The resistance to surface heat transfer, $r_H$, is calculated from:

$$r_H = \frac{1}{u_* k} \left[ \ln \left( \frac{z_{\text{ref}} - d + z_H}{z_H} \right) + \psi_H \right]$$

(5)

where $u_*$ is the friction velocity (m s$^{-1}$):

$$u_* = u k \left[ \ln \left( \frac{z_{\text{ref}} - d + z_m}{z_m} \right) + \psi_m \right]^{-1}$$

(6)

is wind speed (m s$^{-1}$), $k$ is von Karman’s constant, $d$ is the zero plane displacement, $z_m$ and $z_H$ are the surface roughness parameters for momentum and temperature respectively, $\psi_m$ and $\psi_H$ are the stability correction functions for momentum and heat transfer respectively. Atmospheric stability is expressed as the ratio of thermally induced to mechanically induced turbulence (Campbell, 1977):

$$s = \frac{k z_{\text{ref}} g H}{\rho_a c_a (T_a + 273.16) u_*^3}$$

(7)

where $g$ is the gravitational acceleration (m s$^{-2}$).

When $s > 0$ (stable conditions):

$$\psi_H = \psi_m = 4.7 \, s$$

(8)

and when $s < 0$ (unstable conditions):

$$\psi_m \approx 0.6 \, \psi_H \quad \text{and} \quad \psi_H = -2 \ln \left( \frac{1 + \sqrt{1 - 16 \, s}}{2} \right).$$

(9)
Ground heat flux, \( G \), is a function of thermal conductivity, \( k_s \), and soil temperature gradient, \( \partial T / \partial z \), and expressed by:

\[
G = -k_s \frac{\partial T}{\partial z}.
\] (10)

Ground heat flux is computed by solving for a surface temperature that satisfies surface energy balance, which is solved iteratively and simultaneously with the equations for heat and water fluxes within the soil profile.

### 3.1.2 Heat transfer within the soil matrix

The governing equation for temperature variation in the soil matrix within SHAW considers, next to heat conduction, latent heat of water freezing and ice thawing, convective heat transfer by liquid water flux and latent heat transfer by vapor:

\[
\text{VHC} \frac{\partial T}{\partial t} - \rho_i L_f \frac{\partial \theta_i}{\partial t} = \frac{\partial (k_s \partial T)}{\partial^2 z} - \text{VHC}_w \frac{\partial q_l T}{\partial z} - L \left( \frac{\partial q_v}{\partial z} + \frac{\partial \rho_v}{\partial t} \right)
\] (11)

where \( \rho_i \) is ice density (kg m\(^{-3}\)); \( L_f \) is the latent heat of fusion (J kg\(^{-1}\)); \( \theta_i \) is the volumetric ice content (m\(^3\) m\(^{-3}\)); \( \text{VHC} \) and \( \text{VHC}_w \) are the volumetric heat capacity of soil matrix and water respectively (J m\(^{-3}\) °C\(^{-1}\)); \( q_l \) is the liquid water flux (m s\(^{-1}\)); \( q_v \) is the water vapor flux (kg m\(^{-2}\) s\(^{-1}\)) and \( \rho_v \) is the vapor density (kg m\(^{-3}\)).

Soil thermal properties are calculated according to de Vries (1963). Hence, the soil thermal conductivity \( k_s \) (W m\(^{-1}\) °C\(^{-1}\)) is expressed as:

\[
k_s = \frac{\sum m_j k_j X_j}{\sum m_j X_j}
\] (12)

and the soil volumetric heat capacity \( \text{VHC} \) (J m\(^{-3}\) °C\(^{-1}\)) is expressed as:

\[
\text{VHC} = \sum \text{VHC}_j X_j
\] (13)
where $k_j$, $VHC_j$, $m_j$ and $X_j$ are the thermal conductivity, the volumetric heat capacity, the weighting factor and volumetric fraction of the $j$-th soil constituent (i.e. sand, silt, clay, organic matter, water, ice and air).

### 3.1.3 Water and vapor fluxes within the soil matrix

The governing equation for water movement within soil matrix is expressed in SHAW by extending the traditional Richards equation to include the dynamic change in volumetric ice content and water vapor flux within the soil pores:

$$\frac{\partial \theta_l}{\partial t} + \frac{\rho_i \partial \theta_l}{\partial t} = \frac{\partial}{\partial z} \left[ k_h \left( \frac{\partial \psi}{\partial z} + 1 \right) \right] + \frac{1}{\rho_l} \frac{\partial q_v}{\partial z} + U$$

where $\theta_l$ is the volumetric liquid water content ($m^3 m^{-3}$), $\rho_l$ is the liquid water density ($kg m^{-3}$); $k_h$ is the unsaturated hydraulic conductivity ($m s^{-1}$); $\psi$ is the soil matric potential (m) and $U$ is a source/sink term ($m^3 m^{-3} s^{-1}$).

The moisture characteristic equation is expressed as (Brooks and Corey, 1966; Campbell, 1974):

$$\psi = \psi_{ae} \left( \frac{\theta_l}{\phi} \right)^{-b}$$

where $\psi_{ae}$ is air entry potential (m), $b$ is a pore size distribution parameter, and $\phi$ is soil porosity ($m^3 m^{-3}$). Unsaturated hydraulic conductivity is computed from:

$$k_h = k_h^* \left( \frac{\theta_l}{\phi} \right)^{(2b+3)}$$

where $k_h^*$ is saturated hydraulic conductivity ($ms^{-1}$).
Vapor flux in soil pores occurs because of the gradient in vapor density. The latter is the result of both water potential gradient, $q_{vp}$, and temperature gradient $q_{vT}$ (Campbell, 1985), so:

$$
q_v = q_{vp} + q_{vT} = -D_v \rho_v \frac{dh_r}{dz} - \xi D_v h_r s_v \frac{dT}{dz}
$$

(17)

where $D_v$ is vapor diffusivity within the soil matrix ($m^2 s^{-1}$); $h_r$ is relative humidity within the soil matrix; $\xi$ is an enhancement factor; $s_v$ ($kg m^{-3} °C^{-1}$) is the slope of the saturated vapor pressure curve ($d\rho_v'/dT$).

The one-dimensional state equations describing energy and water balance are written in implicit finite difference form and solved using an iterative Newton-Raphson technique for infinitely small layers.

Atmospheric forcing above the upper boundary (land surface) and soil conditions within the soil profile define heat and water fluxes within the system. Consequently, the input to the SHAW model includes (a) meteorological data and general site information, (b) soil composition and hydraulic parameters and (c) initial soil temperature and moisture.

### 3.2 Simulation duration, time step and the applied meteorological data

All simulations were run for one year duration, after three years of pre-simulation in order to reach proper initial boundary conditions (i.e. soil moisture and temperature profiles). The time step was chosen to be 1 h.

The daily weather input data includes minimum and maximum temperatures, dew point, wind speed, precipitation, and total solar radiation. The weather input data in this study was artificially generated by the weather generator model GEM (Generation of weather Elements for Multiple applications) for Medford, Oregon, USA, which has Mediterranean climate (Köppen climate classification). This climate was chosen because it is temperate climate and characterized by two distinctive seasons: warm dry
summer and cool wet winter. Figure 2 shows monthly averaged data for minimum and maximum temperatures and precipitation of the year under consideration.

3.3 Soil profile information

The soil of both profiles was chosen to be loam, which is medium-textured soil and contains a relatively even mixture of sand, silt, and clay (Brown, 2003). The soil texture composition and hydraulic parameters are listed in Table 1 (Clapp and Hornberger, 1978). The depth of both profiles was assigned to be 30 m to ensure that it is deeper than the common annual depth of heat penetration. The lower boundary condition at the bottom of both profiles was set as a fixed temperature (Dirichlet boundary condition) that is equal to the mean annual temperature at the simulated site. Matric potential of the bottom soil layer for the profile with shallow groundwater was set to maintain a water table at 2 m below the soil surface. The lower boundary for the water flow of the profile with no water table (NOGWP) was assumed to be gravitational flow.

After solving for heat and water fluxes within the soil simultaneously with the energy balance at soil surface for each profile, the model provided for each time step the parameters of our concern, i.e. soil moisture, soil temperature, net radiation and heat fluxes (latent, sensible and ground heat fluxes) at land surface. Temperature and moisture of the surface 2.5 cm soil layer within the model were taken as “surface” conditions. The different responses of both profiles were compared with respect to the abovementioned parameters.

4 Simulation results and discussion

At the surface of both NOGWP and GWP, Fig. 3 presents monthly averaged values of (a) soil moisture; (b) soil temperature; (c) net radiation; (d) latent heat flux; (e) sensible heat flux; and (f) ground heat flux, for the simulated year.
Surface soil moisture (Fig. 3a) of GWP persisted at high levels all year round. This was due to the incessant water supply from the shallow water table. This supply was not provided for NOGWP which suffered moisture deficit in summer as a result of the increase in potential evaporation and the absence of frequent rainfalls.

Surface soil temperature (Fig. 3b) of GWP was slightly higher than that of NOGWP in winter and noticeably lower in summer. We ascribe the higher surface temperature of GWP in wintertime to its higher volumetric heat capacity. This effect revealed itself despite the counteractive effects of evaporation and longwave radiation emission. While the latent heat flux was exploiting the higher temperature in more evaporation, the longwave radiation was continuously alleviating land surface temperature by emitting energy into the atmosphere. Nevertheless, the latter two effects were minor in winter. In summertime, evaporation played a major role in cooling down the soil surface of GWP.

Net radiation (Fig. 3c) of GWP was generally higher than that of NOGWP all through the year. The higher soil moisture of GWP resulted in lower surface albedo (Eq. 2a); this in turn induced smaller magnitude of reflected shortwave radiation which caused higher net radiation (Eq. 2).

Latent heat flux (Fig. 3d) of GWP was continually higher than that of NOGWP. While GWP had boundless supply of water, NOGWP lacked that supply to meet the demand of potential evaporation. This was especially apparent during the dry hot summer at what time the difference in LE between the two profiles was at its highest level.

Synchronized with soil temperature behavior, sensible heat flux (Fig. 3e) of GWP was a little higher in winter and noticeably lower in summer.

In comparison to NOGWP, ground heat flux of GWP had the propensity to be weaker when it was positive and stronger when it was negative (Fig. 3f). Since soil thermal conductivity, $k_s$, was always higher in GWP, the magnitude of soil temperature gradient, $\partial T / \partial z$, controlled which profile had higher $G$ (Eq. 10). This indicates that NOGWP had higher ground heat flux only when its soil temperature gradient $\partial T / \partial z$ was significantly higher than it is in GWP. This happened mainly during the months when the profile...
depth was gaining heat, i.e. ground heat flux was downward (positive), and coincided with the months when surface temperature of NOGWP was considerably higher than that of GWP.

The yearly averaged values (Table 2) of the variables shown in Fig. 3, indicates that in the long run, GWP had higher values for soil moisture, net radiation and latent heat flux and lower values for soil temperature, sensible heat flux and ground heat flux.

In GWP, the ample surface soil moisture, which was endowed by the nearby water table, increased the albedo. This in turn made the net radiation higher. Latent heat flux was also higher due to the abundant soil moisture which facilitated satisfying potential evaporation demand. This demand could not be met in NOGWP, and the extra available energy was spent for increasing soil temperature. The increased soil surface temperature brought on higher magnitudes of sensible and ground heat fluxes.

Ground heat flux in GWP was lower, even though it had higher soil thermal conductivity. Thermal conductivity affects heat flux intensity in both vertical directions, thus its effect fades away in the long run. Under this condition, soil temperature gradient, $\partial T / \partial z$, becomes the sole governor of ground heat flux magnitude (Eq. 10). Given that the milder surface soil temperature fluctuations in GWP induce smaller soil temperature gradients, the yearly upshot of ground heat flux is always smaller in areas dominated by shallow groundwater.

To get a bird’s eye view of the instantaneous behavior of the two profiles in terms of the variables under consideration, we zoomed into two-hourly averaged data for three days: one typical winter day (3 January), one typical summer day (16 July) and one wet summer day (19 June).

In the winter day (Fig. 4), both profiles were comparably wet, though surface soil moisture of GWP was slightly higher (Fig. 4a). This emphasizes that the two profiles react in a different way to rain incidents in terms of their soil moisture. Surface temperature of GWP was a little higher while temperature was decreasing and to some extent lower while temperature was increasing (Fig. 4b). This can be explained by the difference in volumetric heat capacity between the two profiles; wetter soil has higher
volumetric heat capacity and needs more time to warm up or cool down. Net radiation of GWP was slightly higher day and night (Fig. 4c). During nighttime, the higher negative net radiation of GWP was due to the higher outgoing longwave radiation. The effect of the lower albedo of GWP appeared during daytime through a small increment in its positive net radiation. Similarly, ground heat flux of GWP was a little higher most of the time (Fig. 4f). Both latent and sensible heat fluxes of GWP remained somewhat higher day and night except for a few hours after noon (Fig. 4d and e).

In this winter day, the low atmospheric demand for moisture (i.e. potential evaporation), the low temperature contrast between day and night and the comparable wetness status of the two profiles made the differences between them small in terms of the discussed parameters. On the contrary, the summer day demonstrated large and clear differences (Fig. 5).

The high potential evaporation rapidly consumed the available soil moisture in both profiles (Fig. 5a). However, the deficit in soil moisture of GWP was compensated by upward fluxes of both water and vapor from the water table. This resulted in considerably higher soil moisture and latent heat flux in this profile (Fig. 5a and d). Land surface temperature and hence sensible heat flux of GWP were remarkably lower both day and night (Fig. 5b and e). Net radiation of GWP was higher during daytime, but a little lower in nighttime (Fig. 5c). Finally, ground heat flux of GWP tended to be stronger than that of NOGWP most of the time (Fig. 5f). The higher thermal conductivity of GWP induced clearly stronger ground heat flux during nighttime. During daytime, the higher surface temperature of NOGWP imposed higher soil temperature gradient, $\partial T / \partial z$, and resulted in comparable ground heat flux values between the two profiles.

It may be useful to observe what happened after it had rained in summer (Fig. 6). The rain temporarily compensated the moisture deficit in NOGWP, thus the change occurred chiefly in this profile. The differences between the two profiles became smaller regarding land surface temperature, net radiation, latent heat and sensible heat fluxes. This recalls the situation of the winter day (Fig. 4), but with more pronounced differences (difference of more than $\pm 1.5 \degree C$ in land surface temperature). The increased
surface soil moisture of NOGWP after rainfall (Fig. 6a compared to Fig. 5a) increased latent heat flux (Fig. 6d) and decreased the surface albedo which caused the increment in daytime net radiation (Fig. 6c). Surface soil temperature of NOGWP decreased and became comparable to that of GWP (Fig. 6b). Here we notice that the effect of the difference in volumetric heat capacity became clear again, particularly when surface temperature of GWP decreased slower during the decreasing phase. Harmonized with surface soil temperature, sensible heat flux of NOGWP decreased to become comparable to that of GWP (Fig. 6e). Finally, ground heat flux of NOGWP decreased during daytime (downward flux), due to the cooling surface temperature which decreased soil temperature gradient, $\partial T / \partial z$ (Fig. 6f).

The above results show that GWP is more capable of meeting the demand of potential evaporation. When evaporation is not that intense or precipitation provides both profiles with adequate amount of moisture, differences in latent heat flux are minor between the two profiles. Under such conditions, latent heat fluxes of the two profiles have approximately the same values.

On the other hand, latent heat flux plays a major role in differentiating between the two profiles when potential evaporation is sufficiently strong. Thus, large portion of the available energy for GWP is consumed by evaporation, leaving less energy to be spent in warming the soil surface. Consequently, the cooler surface soil causes smaller exchange of heat with the air above land surface (i.e. sensible heat flux) and with subsurface soil layers (i.e. ground heat flux).

Nevertheless, the increment of latent heat flux due to the excess of soil moisture is not the sole player within the course of shallow groundwater effect on surface temperature and surface energy balance. Actually, the results show that there are other factors that play a role in shaping and molding that effect. Due to its higher moisture, GWP has different values of volumetric heat capacity, thermal conductivity, albedo and emissivity (Fig. 1). Accordingly, the two profiles differ in the absorbed and emitted amounts of energy, and also in heat fluency within the soil. In other words, both profiles respond differently to the atmospheric forcing.
The effect of volumetric heat capacity was clear in the temperature behavior when the difference in wetness between the two profiles was not severe, i.e. in the winter day and the rainy summer day (Figs. 4 and 6). Under this condition, the profile with higher volumetric heat capacity (GWP) shows a delayed temperature response during both increasing and decreasing phases. On the other hand, the effect of thermal conductivity was clear in increasing the intensity of ground heat flux within GWP, and the effect of albedo was clear in increasing its net radiation. Finally, the effect of emissivity as aforementioned is minor due to its two fold connection to both incoming and outgoing longwave radiation. The latter two have generally comparable magnitudes and act in opposite directions. Actually, we cannot trace this effect in the figures presented in this study because SHAW adopts a constant value of emissivity of 1.0 and does not account for its moisture dependency.

The results show that the effect of shallow groundwater on surface soil temperature is definite. However, what can be learned regarding differences large enough to be detectable via the currently operational satellites? We noticed that the temperature differences in the winter day were small (about ±0.5°C), and might be difficult to be detected remotely (Fig. 4). On the contrary, the differences in both summer days were big enough, and could be basically sensed using the currently operational thermal infrared sensors (Figs. 5 and 6).

Concerning the best time of the day to detect groundwater effect, the presented results show that all day and night hours are suitable when the effect of latent heat flux is predominant (Fig. 5). When the effect of volumetric heat capacity is predominant, most day and night hours are suitable except for the transition period when the temperature of the two profiles equalizes (Figs. 4 and 6).

In our experiment, we applied two meters as water table depth; however the critical depth at which groundwater can still show its effect on land surface is different for each soil type. While the critical depth may be very small for groundwater within coarse well-drained soils as sands and gravels, it may reach up to several meters for groundwater within clayey soils.
5 Conclusions and recommendations

The purpose of this investigation was to explore the features of shallow groundwater effect on land surface temperature and surface energy balance components under bare soil conditions. We illustrated that areas dominated by shallow groundwater have wetter soil profile due to the upward water and vapor flux; consequently, they respond differently to the prevailing atmospheric forcing. We brought to light fundamental factors that take action within the scope of this effect.

Generally speaking, shallow groundwater areas reflect less shortwave radiation to the atmosphere due to their lower albedo and therefore, they get higher magnitude of shortwave radiation. When potential evaporation demand is high enough, a large portion of the energy received by these areas is spent on evaporation. This makes the latent heat flux predominant, and leaves less energy to heat the soil. Consequently, this induces lower magnitudes of both sensible and ground heat fluxes.

The higher soil thermal conductivity in shallow groundwater areas facilitates heat transfer between the top soil and the subsurface which promotes greater provisional heat transfer in both vertical directions. That is to say, soil subsurface is more thermally connected to the atmosphere. Nevertheless, the milder surface temperatures of such areas make the upshot of ground heat flux smaller in the long run, i.e. the yearly average.

With regards to remote sensors’ capability of detecting shallow groundwater effect on land surface temperature, we found that this effect can be sufficiently clear to be sensed if at least one of two conditions are met: firstly, latent heat flux effect is predominant due to the high potential evaporation, or secondly, soil volumetric heat capacity effect is strong due to the big contrast in air temperature between day and night.

Wherever it is possible to delineate the effect of shallow groundwater on remotely sensed map of land surface temperature, it would be routinely feasible to highlight its effect on surface energy fluxes maps. Those maps can be calculated by means of the Surface Energy Balance System (SEBS) (Su, 2002) which requires in addition to land
surface temperature, remotely sensed data such as land surface albedo, emissivity, vegetation indexes, etc, jointly with other supplementary information collected in the field (weather conditions, soil data, etc.). The practical utilization of remote sensing data and SEBS in delineating shallow groundwater effect on land surface temperature and surface energy balance is illustrated in the companion paper (Alkhaier et al., 2011).

The numerical experiment in this study represents a special case; it was implemented for specific site, climate type, soil conditions and water table depth. In spite of that, it was helpful in highlighting the main aspects of shallow groundwater effect and in concluding important findings regarding shallow groundwater depth detection using thermal remote sensing. This is because we used (1) a soil type (loam) that contains a relatively even mixture of sand, silt, and clay, and (2) a climate that has various weather conditions; wet and cold in winter, and dry and hot in summer. However, the complex convoluted interactions among the different components of surface energy balance may differ from one region to another and from time to time, in accordance to the site specific conditions. Hence in areas where there is a doubt concerning the chances and conditions of groundwater depth detection using thermal remote sensing, it is advisable to implement numerical simulations that consider the specific conditions prevailing in the area under investigation (i.e. site elevation and latitude, soil types and characteristics, climate type, water table depth, etc.).
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Table 1. Texture Composition and Physical Properties of Soil in the Two Profiles.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand percentage</td>
<td>40</td>
<td>%</td>
</tr>
<tr>
<td>Silt percentage</td>
<td>40</td>
<td>%</td>
</tr>
<tr>
<td>Clay percentage</td>
<td>20</td>
<td>%</td>
</tr>
<tr>
<td>Porosity $\phi$</td>
<td>0.451</td>
<td></td>
</tr>
<tr>
<td>Bulk density $\rho_b$</td>
<td>1455</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>Pore-size distribution index $b$</td>
<td>5.39</td>
<td></td>
</tr>
<tr>
<td>Air-entry potential $\psi_{ae}$</td>
<td>0.478</td>
<td>m</td>
</tr>
<tr>
<td>Saturated conductivity $k^*$</td>
<td>$6.95 \times 10^{-6}$</td>
<td>ms$^{-1}$</td>
</tr>
<tr>
<td>Dry soil albedo $\alpha$</td>
<td>0.2</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. The Yearly Averaged Values of Surface Soil Moisture, Surface Soil Temperature and the Surface Energy Balance Components for the simulated Year.

<table>
<thead>
<tr>
<th>Variable/Unit</th>
<th>$\theta_l$ (m$^3$ m$^{-3}$)</th>
<th>$T_s$ (°C)</th>
<th>$R_n$ (Wm$^{-2}$)</th>
<th>LE (Wm$^{-2}$)</th>
<th>$H$ (Wm$^{-2}$)</th>
<th>$G$ (Wm$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOGWP</td>
<td>0.18</td>
<td>17.1</td>
<td>68.70</td>
<td>33.44</td>
<td>32.74</td>
<td>2.52</td>
</tr>
<tr>
<td>GWP</td>
<td>0.34</td>
<td>15.2</td>
<td>100.42</td>
<td>83.52</td>
<td>15.67</td>
<td>1.24</td>
</tr>
</tbody>
</table>
Fig. 1. Schematic description of shallow groundwater effect on land surface temperature and the different components of surface energy balance.
Fig. 2. Monthly averaged data for minimum and maximum temperatures and precipitation for the simulated year.
Fig. 3. Monthly averaged values of surface soil moisture, surface soil temperature and surface energy balance components for the simulated year.
Fig. 4. Surface soil moisture, surface soil temperature and surface energy balance components for the two profiles in a winter day (3 January of the simulated year).
Fig. 5. Surface soil moisture, surface soil temperature and surface energy balance components for the two profiles in a summer day (16 July of the simulated year).
Fig. 6. Surface soil moisture, surface soil temperature and surface energy balance components for the two profiles in a wet summer day (19 June of the simulated year).