Circulation pattern based parameterization of a multiplicative random cascade for disaggregation of daily rainfall under nonstationary climatic conditions
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Abstract

The use of multiplicative random cascades (MRCs) for temporal rainfall disaggregation has been extensively studied in the past. MRCs are appealing for rainfall disaggregation due to their formal simplicity and the possibility to extract the model parameters directly from observed high resolution rainfall data. These parameters, however, represent the rainfall characteristics of the observation period. Since rainfall characteristics of different time slices are changing due to climate variability, we propose a parameterization approach for MRCs to adjust the parameters according to past (observed) or future (projected) time series. This is done on the basis of circulation patterns (CPs) by extracting a distinct MRC parameterization from high resolution rainfall data, as observed on days governed by each individual CP. The parameterization approach is tested by comparing the statistical properties of disaggregated rainfall time series of two time slices, 1969–1979 and 1989–1999, to the results obtained by two other disaggregation methods (a conceptually similar MRC without CP-based parameterization and a recombination approach) and to the statistical properties of observed hourly rainfall data. In this context, all three approaches use rainfall data of the time slice 1989–1999 for parameterization. We found that the inclusion of CPs into the parameterization of a MRC yields hourly time series that better reproduce the properties of observed rainfall in time slice 1989–1999, as compared to the simple MRC. Despite similar properties of both MRCs for the time slice 1969–1979, we can conclude that the CP-based parameterization approach is applicable for temporal rainfall disaggregation in time slices distinct from the parameterization period. This approach accounts for changes in rainfall characteristics due to changes in the frequency of occurrence of the CPs and allows generating hourly rainfall from daily data, as often provided by a statistical downscaling of global climate change.
1 Introduction

A great variety of hydrological applications, including the modelling of urban water systems, require continuous rainfall series at hourly or even finer time steps as input. In this context two problems arise concerning the availability of input data at an appropriate temporal resolution: first, the available historical records are mostly present at a daily time step. The gauging network operated by the German Weather Service (DWD) for example includes roughly 5700 stations with rainfall records of daily values spanning back up to 100 yr. Compared to this, only \(\sim\) 1200 additional stations of the DWD-network are capable of recording rainfall at hourly resolutions and an even smaller number has publicly available data covering more than 30 yr. Usually the hourly time series do not have an appropriate length for long-term simulations or contain gaps due to technical difficulties associated with high resolution rainfall measurement. The second problem of data availability arises when synthetic high resolution rainfall time series for projected climate scenarios are needed for climate change related impact studies. Possible local-scale realizations of precipitation time series for future climate scenarios are usually obtained by employing either dynamical or statistical downscaling methods on the output of general circulation models (GCM). However, only a few of these methods are able to generate rainfall data at hourly resolutions, e.g. the regional climate models REMO (Jacob and Podzun, 1997) and CLM (Rockel et al., 2008). Most downscaling methods, including the widely adopted circulation-pattern based approaches (e.g. Bárđossy et al., 2002; Enke et al., 2005; Yang et al., 2010), produce rainfall time series at daily resolutions.

A common way to extend the data availability of hourly or sub-hourly rainfall at point locations is by stochastically generating synthetic rainfall time series with statistical properties similar to the observable high resolution rainfall at the location of interest. This is done either by generating synthetic rainfall time series “from scratch” or by performing a temporal disaggregation of available coarse scale rainfall amounts to finer time steps. The latter approach has a great practical relevance, since it makes use
of the available daily information to generate possible realizations of diurnal rainfall patterns by redistributing the daily rainfall among finer time steps, so that the resulting high resolution rainfall values in turn add up to the given daily rainfall amount. Among the various methods for generating high resolution rainfall at point locations found in the literature, the most common are based on re-sampling procedures (e.g. Lall and Sharma, 1996; Vogel and Shallcross, 1996), point process theory (e.g. Glasbey et al., 1995; Koutsoyiannis and Onof, 2001) and scale invariance theory (e.g. Schertzer and Lovejoy, 1987; Olsson, 1998; Serinaldi, 2010).

Scale invariance theory, in particular, has received growing attention for temporal rainfall disaggregation purposes over the last 20 yr. Rainfall is assumed to be a multifractal process with scale invariant properties, i.e. the signal generated by the process shows statistical similarities across a limited range of scales. For the theoretical basis of multifractality and scale invariance we refer the reader to the works of Schertzer and Lovejoy (1987) and Lovejoy and Schertzer (2010a,b). The notion of multifractality and scale invariance for rainfall has been supported by a number of empirical studies (see e.g. Lovejoy and Mandelbrot, 1985; Hubert et al., 1993; Olsson et al., 1993; Tessier et al., 1996) and it is generally thought that this behaviour is inherited from the governing process of atmospheric turbulence. The first theoretical works aimed at supporting the empirical observation of multifractality in fully developed turbulence were done by Kolmogorov (1941, 1962) and multiplicative random cascades (MRCs) have since then been employed to model this highly intermittent multifractal process (Mandelbrot, 1974; Benzi et al., 1984; Frish, 1980). The interest in MRCs is related to their simplicity and because they themselves are generic multifractal processes (Lovejoy and Schertzer, 2010a), so that they have increasingly been used to model other multifractal processes, such as rainfall.

While MRCs have first mainly been used to model the spatial and temporal structure of rainfall (e.g. Lovejoy and Schertzer, 1990; Menabde et al., 1997), Olsson (1998) was the first to employ a discrete MRC with exact conservation of mass (i.e. microcanonical) for temporal rainfall disaggregation. The parameters of the proposed model, while
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being simplistic, were assumed to be dependent on two properties of the input time series, namely rainfall volume and position in the rainfall sequence. This assumption was made to better reproduce the autocorrelation of observed rainfall time series as well as to account for distinct internal structures of convective and frontal rainfall events, and was supported by the analysis of a two year rainfall record from Southern Sweden.

Veneziano et al. (2006) deviated grossly from multifractality by introducing a cascade model with scale- and intensity-dependent parameters, arguing that, although the condensation of water vapour in the atmosphere inherits its multifractality from atmospheric turbulence, any scale invariance present in the condensation rate can be lost in the fall of condensed particles. These deviations from multifractality were consistently observed in rain gauge measurements and space-time radar images and could be reproduced by explicitly accounting for scale- and intensity-dependency of the model parameters.

Rupp et al. (2009) extended this approach by modelling the functional dependency of model parameters on time scale and rainfall intensity by simple analytical functions, which resulted in a very parameter parsimonious cascade model. Serinaldi (2010) compared the results of a similar MRC to those obtained by a continuous universal multifractal model (CUM; see Schertzer and Lovejoy, 1987; Lovejoy and Schertzer, 2010a,b). While the MRC with its modifications could not be considered as multifractal at all, the results have shown a more accurate simulation of several properties of observed rainfall than could be achieved by the CUM model, which in fact is a more realistic resemblance of a multifractal process. This explains the further interest in the study and practical application of MRCs.

Despite the progresses made in rainfall modelling and disaggregation based on scale invariance theory, it has to be taken into account that the parameterization process for these models is data driven. Since the model parameters strictly represent the scaling behaviour of the climate region they were obtained from, with its predominant rainfall-generating mechanisms (Svennson et al., 1996, Güntner et al., 2001), it can be assumed that the same holds for the specific climate period. Given that the climate is
dynamic and the predominant rainfall-generating mechanisms are subjected to variability according to a given climate change scenario, the aim of this paper is to propose a dynamic parameterization procedure for a discrete MRC based on atmospheric circulation patterns (CPs) and their frequency of occurrence. Circulation pattern based approaches have been successfully employed in the past for climate change impact studies by generating daily precipitation time series (Enke et al., 2005; Yang et al., 2010) or deriving future possible changes in the spectrum of heavy precipitation for higher temporal resolutions (Franke and Bernhofer, 2009). This is done by scaling down the synoptic scale output of general circulation models (GCMs) to the regional scale using regression techniques. The parameterization approach proposed here can therefore be used to further disaggregate such projected daily precipitation time series for future possible climates to hourly resolutions and to enter them as input for hydrological simulations of possible future climate scenarios.

This article starts with the description of the case study region and the sets of rainfall- and circulation pattern-data in Sect. 2. Section 3 introduces the models used in this study, while Sect. 4 describes the parameterization of the MRCs and their disaggregation procedure. In Sect. 5 the performances of the disaggregation models, especially the CP-based MRC, are assessed by comparison of several statistical properties of the observed and generated time series. In Sect. 6 we conclude.

2 Materials

2.1 Case study region and rainfall data

Hourly rainfall data has been used for the parameterization and validation of the models. The data was obtained from a gauging station located approximately 400 m a.s.l. in the mountainous and forested catchment area of Wernersbach brook near Dresden, Germany in the federal state of Saxony (50.960873° N, 13.476405° E). With a mean annual precipitation of 853 mm (reference period 1961–1990) the local climate...
is moderately wet, as compared to whole Saxony with a mean annual precipitation of 600 mm in the reference period, which is due to the general increase of rainfall amounts with elevation (SMUL, 2008). The annual course of monthly precipitation shows the typical patterns of a temperate climate, with a primary peak in the summer season, where convective rainfall events are prevalent, and a secondary maximum in the winter season, with rainfall events predominantly caused by frontal activity. A statistical analysis of climate trends for the study region has shown a decrease in precipitation of 10–20% during the summer seasons of the period 1951–2000. The frequency of heavy precipitation events (> 20 mm d\(^{-1}\)) increased by a factor of 5 for the period 1971–2000, compared to 1961–1990 (Franke et al., 2004). This indicates shifting climatic conditions in the study region with effects on the probability distributions of hourly rainfall amounts in the first and second half of the period 1961–2000.

Hourly rainfall data at this location were available for two separate periods with (1) the period 1969–1979 covering 117 rainfall events of the summer season (April–September), and (2) the period 1989–1999 consisting of a complete rainfall time series of hourly rainfall amounts. The data of period (1) were recorded by a standard pluviograph with a 200 cm\(^2\) orifice and a 24-h recording strip. These rainfall records were manually digitized by first estimating the rainfall amounts accumulated on each hour and dividing them by their total daily sum. Second, a time series of hourly rainfall for a given day was then obtained by weighting the rainfall amount accumulated over the day by a reference gauge with the hourly fractions, as calculated in the previous step. In period (2) rainfall amounts were digitized on site by a high-resolution tipping-bucket instrument. The methodical differences between these two digitalization techniques are assumed to be negligible at the temporal resolution of interest (1 h). Due to data availability the continuous rainfall record of period (2) was selected for model parameterization and thus termed the parameterization or calibration period. The rainfall events of period (1) were used to assess the performance of the models in reproducing the statistical properties of observed hourly rainfall amounts in a time slice distinct from the parameterization period and will be referred to as validation period.
throughout this paper. A continuous record of daily rainfall amounts was available from the reference gauge, covering the years 1969–1999, and has been used as input for the disaggregation process. Rainfall data of the winter season have been omitted from parameterization and the validation process due to the measurement errors that have likely been introduced by snowfall occurrence and the lack of winter rainfall data for the validation period.

2.2 Circulation pattern data

A time series of objective daily circulation pattern classes (CP), available for the period of 1961–2000, was used as a mean to couple the disaggregation process of the cascade model to a signal, which not only is available for the recent past climate but also can be derived from the outputs of GCMs for future climate scenarios. Those patterns were derived by an objective classification algorithm from the range of spatially averaged daily rainfall data and observed atmospheric predictor fields for the region of Saxony (Germany), as described in detail by Enke et al. (2005), and thus are regionally valid for the study area. Briefly outlined, the classification method consists of dividing the spatially averaged time series of observed daily precipitation into eight moisture classes, with 1 being the “driest” and 8 the “wettest” class. In the next step, the eight empirically given classes are approximated by composite maps of meteorological predictor fields, as given by the ERA40 reanalysis (Uppala et al., 2005) for all days belonging to an individual moisture class. The predictor fields used for the approximation include the relative humidity at different levels and the vorticity at 850 hPa, which are related to the local precipitation amounts by bearing information about moisture content in the atmosphere and the formation of clouds (Enke et al., 2005). Thus the assumption was made that the locally recorded precipitation events can be coupled to synoptic scale properties of the atmosphere, which in turn yield information about the formation mechanisms of precipitation, i.e. convective or stratiform (Kronenberg et al., 2012). After the classification process and the construction of composite maps
of predictor fields, these circulation pattern classes in turn can be recognized from the synoptic scale output of GCMs and from reanalysis data.

3 Disaggregation models

3.1 Benchmark model

A rainfall generator was used as benchmark to compare the disaggregation performance of the other models in the parameterization and validation period to a by chance recombination of observed diurnal rainfall patterns. The rainfall generator, which is explained in detail by Görner et al. (2009), extracts diurnal rainfall patterns of the parameterization period and bins them according to season and daily rainfall amount. The disaggregation of daily rainfall values is then performed by randomly choosing a diurnal rainfall pattern from an appropriate season and rainfall class and imprinting that pattern on the rainfall value to be disaggregated.

3.2 Cascade models

In this study, multiplicative random cascades (MRCs) are used for rainfall disaggregation. The models employed here are based on a discrete microcanonical MRC, as described by Olsson (1998) and Güntner et al. (2001). The implemented disaggregation process depicted in Fig. 1 basically consists of repetitively branching each discrete time interval (cell) of a rainfall time series at cascade level \( k \) with a given time scale \( T_k \) into a number of \( b \) child cells of equal and subsequently smaller time scales \( T_{k+1} = T_k b^{-1}_k \) at level \( k + 1 \) and assigning each child cell a rainfall amount obtained by multiplying the rainfall volume \( R_k \) of the parent cell by a weighting factor \( W \). This redistribution of rainfall amounts is only performed for parent cells with rainfall volume \( R > 0 \) mm (wet cells), while the branching itself takes place for every cell of level \( k \), including cells with \( R = 0 \) mm (dry cells). The number of child cells created can in principle assume
any integer value \( b \geq 2 \), with \( b = 2 \) being the most simple case. Since the structure emerging from this process reminds of a tree, \( b \) is termed the branching number.

Starting with a series of daily rainfall values this procedure is successively repeated for each cascade level, until the desired time scale, in this case \( T_5 = 1 \) h, is achieved. It is obvious that this target time scale cannot be reached by subsequently doubling the starting temporal resolution of \( T_1 = 24 \) h, i.e. branching with constant \( b = 2 \). The common cascade approaches found in the literature overcome this problem by defining a quasi hourly target time scale (e.g. Güntner et al., 2001) or a quasi daily starting time scale (e.g. Licznar et al., 2011). Since this was not an option in this work, the approach of a constant \( b = 2 \) was abandoned in favour of a mixed branching with \( b = 3 \) for the first cascade level \((k = 1)\), resulting in a time scale of \( T_2 = 8 \) h on the second cascade level. Branching of cascade levels \( k > 1 \) then again is performed with \( b = 2 \).

The generation of weights \( W \) for the branching of wet cells is a random process, in which \( W \) can assume a value in the closed interval \([0,1]\). However, the microcanonical feature of the MRC constrains the generation of weights in a way that the sum of \( W \)s for child cells corresponding to a given parent cell is exactly 1, i.e.

\[
\sum_{i=1}^{b} W_i = 1 \quad \text{with} \quad b = \{2, 3\} \quad (1)
\]

Thus, conservation of mass between successive cascade levels is ensured. Furthermore this means that in the case of \( b = 2 \) only the weight \( W_1 \) of the first of the two child cells has to be determined. The weight of the second child cell, according to Eq. (1), is then \( W_2 = 1 - W_1 \). In the case of \( b = 3 \) however, the generation of weights becomes more complex, since the conservation of mass requires the range of possible values for \( W_2 \) to be conditioned on the value of \( W_1 \), with \( W_3 = 1 - W_1 - W_2 \).

The process of assigning random values for \( W \) is termed the cascade generator. According to Olsson (1998), we defined several states that the cascade generator can assume with a given probability. Basically, these states bin together certain combinations of \( W \)s that can be adopted by the child cells and they describe how the rainfall volume of a parent cell is redistributed among them. For \( b = 2 \) three states could be
defined:

\[
W_1 = \begin{cases} 
1 & \text{with probability } P(1) \\
0 & \text{with probability } P(0) \\
x & \text{with probability } P(x)
\end{cases}
\]

(2)

where \(x\) is associated with some probability distribution. Here, \(W_1 = 1\) means that all the rainfall volume of the parent cell is assigned to the first child cell, while the second child cell remains dry (and vice versa for \(W_1 = 0\)). In the case of \(W_1 = x\) the rainfall volume of the parent cell is distributed between both child cells, where the fraction of the first cell equals \(x\) and the fraction of the second cell \(1 - x\).

The number of states for the case \(b = 3\) has to be extended by incorporating the fraction of the second corresponding child cell on the aggregated rainfall volume to obtain sets of \(W_2\) conditioned on values of \(W_1\). Consequently, the weights \(W_1, W_2\) and, for the sake of clarity, \(W_3\) can assume seven states with their corresponding probabilities:

\[
W_1, W_2, W_3 = \begin{cases} 
1, 0, 0 & \text{with probability } P(1,0,0) \\
0, 1, 0 & \text{with probability } P(0,1,0) \\
0, 0, 1 & \text{with probability } P(0,0,1) \\
x, 1 - x, 0 & \text{with probability } P(x,1 - x,0) \\
x, 0, 1 - x & \text{with probability } P(x,0,1 - x) \\
0, x, 1 - x & \text{with probability } P(0,x,1 - x) \\
x, y, 1 - x - y & \text{with probability } P(x,y,1 - x - y)
\end{cases}
\]

(3)

The probabilities for the states of the cascade generator in Eqs. (2) and (3) as well as the probability distribution of \(x\) and \(y\), which will be both referred to as the parameters of the cascade model, can be derived directly from a time series of observed hourly rainfall amounts by inverting the cascade structure and aggregating the rainfall amounts through all cascade levels to daily rainfall sums. The weights \(W\) are extracted in this process for each cascade level by dividing the rainfall volume in the first of the cells at level \(k + 1\) by the total aggregated volume \(R > 0\) mm of a cell at level \(k\). Following Olsson (1998), the probabilities \(P(1), P(0)\) and \(P(x)\) for every level \(k\) are estimated.
by counting the occurrence of each state and dividing the number of occurrences by the total number of wet cells at the same cascade level. For $b = 3$, this procedure is extended accordingly for the seven states in Eq. (3).

For all states where $x$ in Eqs. (2) and (3) is not 0 or 1, the empirical probability distributions of $x$ are estimated from the respective histograms of extracted cascade weights at every cascade level. The special case of $b = 3$ and the state $(W_1, W_2, W_3) = (x, y, 1 - x - y)$ however requires the estimation of a probability distribution for $y$ conditioned on $x$. This is done by binning the known histograms of $x$ into 7 equidistant intervals and estimating the empirical probability distribution of $y$ for each of them, given that the corresponding $x$ is inside that interval.

The redistribution of rainfall amounts between the child cells can therefore be summarized as follows. For each wet cell in cascade levels 1 to 4 (1) determine the properties (see Sect. 4) of the cell to be branched. (2) If the cell is a “wet cell”, draw a uniformly distributed random number to determine the state of cascade generator for the branching of that particular cell according to the probabilities of states for the given cell properties. (3) Set the cascade weights according to the rules defined by the selected state. If the state of the cascade generator requires the weight to be set to $x$, determine this value using the empirical probability distribution of $x$ as defined for cells with the given properties. For $b = 3$ and the state $(W_1, W_2, W_3) = (x, y, 1 - x - y)$, first determine $x$ as described above, then determine $y$ using the probability distribution of $y$, as estimated for that particular range of $x$. (4) Distribute the rainfall volume of the parent cell to each child cell of the next cascade level by setting

$$R_i = W_i R \quad \text{for} \quad i = 1 \ldots b$$

(4)

with $R$ being the rainfall volume of a parent cell and $R_i$ of a child cell, where $i$ denotes the index of the $b$ child cells. This procedure is repeated for every cascade level, until the temporal resolution of $T_5 = 1$ h is reached. See Fig. 2 for a depiction of this process for $b = 2$. 
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4 Parameterization of cascade models and disaggregation procedure

4.1 Parameter classification

In order to improve the models ability to reproduce the internal structure of rainfall events, we assumed a dependency of the model parameters on parent cell properties (e.g. Olsson, 1998; Günert et al., 2001; Rupp et al., 2009; Serinaldi, 2010). This is done by introducing a number of classes, each describing a certain characteristic of the cell to be branched, and by parameterizing one distinct cascade generator for every combination of the considered properties.

Since it has been shown by various authors that the variance of the cascade weights decreases with increasing temporal resolution (e.g. Marshak et al., 1994; Olsson, 1998; Paulson and Baxter, 2007), the first characteristic we considered is the time scale property. Hence the time scale consists of four classes, corresponding to the temporal resolution of each cascade level.

To account for the distinct dependence of the probabilities $P$ of the different states and the probability distributions of $x$ on the rainfall volume of a parent cell, as well as the position of that cell inside the rainfall sequence (see Olsson, 1998; Günert et al., 2001) a distinction between volume properties and position properties was employed. The four classes of the position property are defined as follows: (1) cells preceded by a dry cell and succeeded by a wet cell (starting class), (2) cells preceded and succeeded by wet cells (enclosed class), (3) cells preceded by a wet cell and succeeded by a dry cell (ending class), and (4) cells preceded and succeeded by dry cells (isolated class). The volume property consists of two classes of rainfall volumes (above mean and below mean). To distinguish between these two volume classes, the limit has been defined as the average rainfall volume of every sample of wet cells, which apart from the contained rainfall volume have similar remaining cell properties. The implications of this classification for the parameterization process are elaborated in Sect. 4.3.
4.2 Coupling of generator parameters to a climate signal

The parameter estimation process for cascade models found in the literature describes the scaling behaviour of observed rainfall, which not only is specific to the local climate, but also to the climate of the observation period. It is therefore assumed that the disaggregation of past or projected rainfall would imprint the scaling behaviour observed during the parameterization period on the target time slice, expecting that the scaling properties remain stationary between both periods. Since the climate system is in fact highly non-stationary, with short term fluctuations and long term trends (Rapp, 2000) and the resulting changes in the frequency and intensity of heavy precipitation events (Franke et al., 2004; Franke and Bernhofer, 2009), it can be argued that the assumption of an underlying stationary process in disaggregating rainfall of different climatic periods does not hold. Considering the Wernersbach rainfall data, differences in the scaling behaviour can be found for the two defined periods. This can be seen in Fig. 3, where the moments $M_q$ of order $q = \{0.5, 1, 1.5, 2\}$ for the rainfall values of both periods are depicted as a function of time scale $T_k$. If scaling holds, the slopes of the moments become linear in a log-log-plot. The slopes $\tau(q)$ of the moments apparently differ for the two periods. The slope of the scaling behaviour for $M_1$, the average rainfall amount for a given $T_k$, is greater for the parameterization period than for the validation period. This means that the decrease of rainfall amounts recorded with increasing time resolution is considerably lower for the validation period than for the parameterization period, implying higher hourly rainfall volumes and variances than could be observed during the parameterization period. It can be deduced from this analysis that the rainfall data of the validation period (1969–1979) is more influenced by heavy precipitation events than the parameterization period (1989–1999).

The proposed parameterization method attempts to account for this variability in the scaling properties of temporal rainfall in different time slices by coupling the model parameters to a climate signal. This climate signal consists of circulation patterns and specifically their frequencies of occurrence in different time slices. The circulation
patterns are appealing for this purpose, since classes of large-scale circulation patterns can be obtained from analysis of synoptic scale predictor fields of the recent climate re-analysis data (Enke et al., 2005; Yang et al., 2010) and also, concerning the projection of model parameters into a possible climate future, from the output of GCMs, which have shown to provide a robust and consistent pattern of climate change (Mearns et al., 1999; Christensen, 2005). For this purpose, in addition to the parameter classification procedure of a simple cascade model as described in Sect. 4.1, a circulation-pattern-based approach has been implemented (CP-based cascade model). The CP-based cascade model introduces an additional cell property, the circulation pattern class predominant on a given day. This approach is based on the assumption that local heavy precipitation conditions are determined by atmospheric circulation patterns and their interaction with the local topography (Franke and Bernhofer, 2009) and therefore a difference in the circulation pattern frequencies in different time-slices would lead to different scaling properties of temporal rainfall. Since the circulation patterns employed here are obtained from the ERA-40 re-analysis using an objective algorithm, which in turn is optimized with regard to the precipitation regime, it can be hypothesized that the relationship between the circulation patterns and precipitation events is described properly inside the limits of the classification methods spatial resolution.

4.3 Parameterization

In agreement with Enke et al. (2005), each wet cell has been classified according to the circulation pattern effective on that particular time step and binned into 8 classes. Following this, the cells in each CP class are classified with respect to the remaining three properties, i.e. in order of priority: position, time scale and volume. Ultimately the probabilities $P$ for the different states of the cascade generator as well as the probability distributions of $x$ and $y$ for each combination of cell properties were extracted. The result of this parameterization procedure is a 4-dimensional parameter matrix, as displayed in Fig. 4. Basically, this connotes the construction of distinct cascade generators for each CP (i.e. for each characteristic scaling regime) and thus weighting the
parameters with the relative frequency of occurrence of circulation patterns, which has already been successfully employed for the derivation of a future temporal spectrum of heavy precipitation by Franke and Bernhofer (2009).

5 Simulation results

After parameterizing the MRCs and the rainfall generator on the time series of observed hourly rainfall of period 1989–1999, 100 disaggregation runs were performed by each of the three models on daily rainfall data of time slices 1989–1999 (parameterization period) and 1969–1979 (validation period) to generate synthetic rainfall sequences at the hourly time scale. Additionally, daily rainfall amounts of the period 1979–1989, where no hourly rainfall records were available, have been disaggregated by both MRCs. The resulting sequences were analyzed in terms of their ability to preserve several properties of the observed hourly rainfall time series in each period. The considered properties are (1) the exceedance probability \( P(R > r) \) of hourly rainfall amounts, plotted as a cumulative density function (CDF), (2) the autocorrelation function (ACF) for lags one to ten and (3) the scaling of moments \( M_q \) of order \( q = \{0.5, 1, 1.5, 2\} \).

For the ACF and the moment scaling behaviour, the average values of the 100 disaggregation runs have been calculated. The CDFs for each model are constructed by computing the frequencies of occurrence of hourly rainfall amounts for every simulation run and building a composite by averaging the rainfall amounts for equal quantiles over the 100 realizations of the CDF. Equal quantiles were calculated using the Cunnane plotting position (Helsel and Hirsch, 1992). In the same manner the 5th and 95th percentiles of the composite CDF for the synthetic time series were determined. Here, the results of the simple rainfall generator function as a benchmark to assess the general applicability of the MRCs for rainfall disaggregation in time slices 1989–1999 and 1969–1979 in comparison to a more or less random recombination of diurnal rainfall patterns, as observed in the parameterization period. Furthermore, the results of both MRCs were compared to each other to evaluate the possible improvement of the
synthetic time series generated by the CP-based cascade model in reproducing the properties of observed hourly rainfall in different time slices.

Concerning the ability of the simple rainfall generator to reproduce these properties it can be said, that the model performs exceptionally well for the parameterization period. The synthetic time series perfectly mimics the CDF of the observed hourly rainfall values (Fig. 5, top panel) as well as the moment scaling behaviour (Fig. 8, top panel) and, to a lesser degree, the ACF (Fig. 9, top panel). These results are expected, since the generated time series are a result of re-sampling observed diurnal rainfall patterns of the same time slice. Thus it is ensured that the properties of rainfall in this time slice are statistically preserved and bear the closest resemblance to observed data. This, however, is not the case for the validation period. Using observed diurnal patterns of time slice 1989–1999 to disaggregate daily rainfall values of the period 1969–1979 does not generate synthetic time series with properties close to those of the observed hourly rainfall. Figure 5 (bottom panel) shows that the CDF of the synthetic hourly rainfall amounts strongly underestimates the observed values by up to 50 %. Though the slopes $\tau(q)$ of the observed moments scaling behaviour in Fig. 8 (bottom panel) decreased, the moments of the synthetic time series appear to have similar slopes in both time slices, leading to an underestimation of the moments in the validation period. The ACF of the rainfall generator data for this time slice in Fig. 9 (bottom panel) overestimates the observed correlation for all lags, while showing behaviour that also is very similar to the parameterization period. This is due to the nature of the rainfall generator to imprint the diurnal rainfall patterns of the parameterization period on the target time slice. Therefore, the rainfall generator appears to be less suitable for disaggregation of daily rainfall values beyond the parameterization period.

The results obtained by both MRCs for the parameterization period do not reproduce the properties of observed hourly rainfall as well as the rainfall generator. Both cascade models slightly overestimate the CDF and underestimate the slopes $\tau(q)$ of the moment scaling behaviour of observed rainfall (Fig. 6, top panel and Fig. 8, top panel), which is due to the tendency of cascade models to underestimate event durations...
(e.g., Olsson, 1998; Güntner et al., 2001; Rupp et al., 2009) and consequently producing hourly rainfall values with a higher variance than the observed data. This is also reflected by the slightly lower ACF values achieved by the cascade models (Fig. 9, top panel). However, considering that this disaggregation technique, in contrast to the rainfall generator, does not take any specific correlation structures into account, but indirectly preserves a degree of serial correlation due to the cascading structure (Molnar and Burlando, 2005), the ACF is being reasonably well reproduced by both cascade models. From the visual inspection of these plots it can be said, that the cascade models appear to be generally applicable for rainfall disaggregation in the parameterization period and that the CP-based cascade model performs slightly better in this time slice than its counterpart: although the differences between the ACF of both cascade models can be considered negligible, the overestimation of observed CDF by the CP-based MRC appears to be qualitatively less prominent for rainfall intensities \( r > 7 \text{mm h}^{-1} \). Yet, since the average of both composite CDF lies well within each of the other models uncertainty range, the difference cannot be considered as statistically significant. It should be noted that the results presented here for the disaggregation of Wernersbach daily rainfall values in the parameterization period could be reproduced for 14 different rain gauges inside and near Saxony (data not shown). Basically, the output of the CP-based cascade model has shown a similar behaviour as described above, slightly better reproducing the properties of the observed hourly rainfall data. Due to sparse data availability at these rain gauges only 5 yr of hourly rainfall (1995–1999) could be used for parameterization, as well as disaggregation, so no test runs for different time slices could be made.

For the validation period, the results obtained by both MRCs are somewhat unexpected. While both cascade models generally perform better than the simple rainfall generator in terms of reproducing the frequency distribution of hourly rainfall volumes (compare CDFs of cascade models in Fig. 6, bottom panel to the rainfall generator in Fig. 5, bottom panel), the moments scaling behaviour (Fig. 8, bottom panel) and the serial correlation (Fig. 9, bottom panel) of observed data, the properties of the time
series generated by both cascade models are strikingly similar. In particular this is evident for the CDFs and the moment scaling behaviour of both synthetic time series in Fig. 6 (bottom panel) and Fig. 8 (bottom panel), suggesting that in this time slice both cascade models employ similar scaling mechanisms. To rule out the possibility that this behaviour is caused by the small sample size of the validation period, the disaggregation was repeated after extending the range of input data from 117 daily values, for which observed hourly rainfall data was available, to the whole range of 974 daily rainfall values available for the summer season of this period. The resulting CDFs of both cascade models (data not shown) here again displayed the same degree of similarity that can be observed in Fig. 6 (bottom panel) for the 117 disaggregated daily rainfall values.

Although this behaviour cannot be adequately rationalized within the scope of this paper, the results suggest that MRCs, contrary to a recombination approach as employed by the simple rainfall generator, are indeed a reasonable method for temporal rainfall disaggregation in time slices distinct from the period used for model parameterization. Despite the fact that no definite improvements in performance of the MRC could be observed in the validation period when accounting for synoptic scale conditions via a CP-based parameterization, it can be stated that the addition of another degree of freedom to the parameter set of the cascade model (in the form of atmospheric circulation patterns) apparently did not lead to a decrease in model performance below the benchmark of the simple cascade model. However, the synthetic time series generated by the CP-based MRC in the parameterization period, as well as the period 1979–1989 (Fig. 7), where no hourly rainfall values were available for validation, show a lower CDF and higher autocorrelation values than obtained by the simple cascade model. Although no statements about the goodness of the synthetic time series in time slice 1979–1989 can be made, both MRCs here also yield distinct results. One possible explanation aims at the degree of spatial generalization involved in the objective classification method for circulation patterns that can be derived by direct comparison of point measurements of daily precipitation with the corresponding circulation patterns generated by both cascade models.
pattern on that day and the interaction of local-scale-related vs. circulation-pattern-related effects on the local precipitation regime (Franke and Bernhofer, 2009). Since the circulation patterns employed in this paper are derived through an environment-to-circulation-approach from spatially averaged precipitation amounts, some degree of uncertainty is implied in assigning a circulation pattern class for point locations which in fact has been shown to be less effective for the precipitation regime, due to the sub-scale processes involved that cannot be resolved by the underlying grid resolution of reanalysis data (Enke et al., 2005). Furthermore, the assignment of large-scale circulation patterns to one specific moisture class is a gross generalization, since weather conditions at point locations may be influenced by a composite of several circulation types and a fuzzy classification approach may be more appropriate for this matter. It can be hypothesized that these factors have led to a composite scaling behaviour of the CP-based MRC in time slice 1969–1979 that resembles the one obtained by the simple cascade model.

6 Conclusions

We proposed a circulation pattern based parameterization procedure for a MRC, to be used for rainfall disaggregation from daily rainfall values to hourly resolution at point locations. This parameterization attempts to enable the cascade model to account for different rainfall generating mechanisms (i.e. rainfall caused by large-scale advection or local convection) and, with respect to variations in frequencies of these mechanisms due to climate change, for climate induced fluctuations in rainfall characteristics at high temporal resolutions. The results obtained by the MRC with CP-based parameterization were compared to a conceptually similar cascade model, whose parameters were not explicitly conditioned on circulation patterns and to a simple re-sampling approach. We argue that, according to the findings of Olsson (1998), Rupp et al. (2009) and Serinaldi (2010), different combinations of wet cell properties generate a distinct scaling behaviour in cascade based rainfall disaggregation. Furthermore, we assume that the
introduction of circulation patterns as an additional degree of freedom enables the MRC to account for climate induced variations in rainfall scaling behaviour, due to changes in the frequency of occurrence of synoptic scale circulation patterns. Since these circulation patterns can be derived from GCM outputs for future climate scenarios, the CP-based parameterization of MRCs, as derived from present or recent past rainfall data, can be dynamically projected to future time slices and used for the generation of possible realizations of future sub daily rainfall time series. This amounts to weighting the model parameters by the frequency of occurrence of the circulation patterns, which has successfully been applied in the past to derive possible climate change related changes of statistical heavy precipitation (Franke and Bernhofer, 2009).

The method was tested by disaggregating daily rainfall amounts of the Wernersbach gauging station for the summer season of two time slices: the period 1989–1999 as calibration period (model parameterization), and 1969–1979 as the validation period. The results obtained with the CP-based cascade model have shown improvements in reproducing the autocorrelation function and the cumulative distribution function of observed hourly rainfall amounts for the time slice 1989–1999 as compared to the simple cascade model. Unexpectedly, for the validation period of time slice 1969–1979 the time series generated by both cascade models appeared to have similar properties. However, the performance of the CP-based cascade model did not drop beneath the benchmark of the simple cascade model, which is encouraging, since the introduction of an additional degree of freedom did not lead to a degradation of model performance in the validation period. Therefore we conclude that the CP-based parameterization approach not only improves the performance of the MRC in present and past climates, but can also be employed to further disaggregate projected future time series of daily rainfall values, which were obtained by a circulation pattern based downscaling method from GCM outputs.

Due to the sparse data availability, the proposed method could not be thoroughly validated for successive time series with observed hourly rainfall. Although the disaggregation of daily rainfall values with the CP-based MRC for periods without validation data
yielded time series with properties different from the ones obtained by the simple MRC, with consistently lower exceedance probabilities for the higher hourly rainfall values and higher autocorrelation values for all lags (except for the time slice of 1969–1979), no statements can be made concerning the statistical goodness of the synthetic time series generated by both cascade models in these periods. Therefore, it is essential to additionally test this parameterization approach for locations with several decades of available hourly rainfall data. Apart from this, further developments might deal with the CP-based parameterization of the cascade model as a fuzzy problem. This approach is appealing, since the weather conditions at point locations may be influenced by several classes of circulation patterns (Franke and Bernhofer, 2009). Additionally, the circulation pattern classes used in this work were obtained by an objective classification method, which may yield fuzzy assignments to individual circulation patterns for a given day (Enke et al., 2005). In this context, different regionally valid classification methods for circulation patterns should be tested with the CP-based parameterization approach to identify the most convenient classification method for describing the scaling regime of local precipitation.
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Fig. 1. Schematic of a cascade process, as implemented in the two cascade models presented in this paper. Cells of a cascade level \( k \) with timescale \( T_k \) are branched into a number of child cells, as defined by the branching number \( b \), at the next cascade level \( k + 1 \) and the rainfall volume of wet cells is redistributed among them according to rules defined by the cascade generator.
Fig. 2. Flowchart depicting the process of redistributing the rainfall volume of parent cells within a given cascade level between their child cells with branching number $b = 2$. 

$W_1 = x$?
- yes: Determine $x$. $R_1 = x*R$, $R_2 = (x-1)*R$
- no: $W_1 = 0$?
  - yes: $R_1 = 0$, $R_2 = R$
  - no: $W_1 = 1$
    - $R_1 = R$, $R_2 = 0$
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Fig. 3. Log-log plots of statistical moments $M_q$, with $q$ being the order, of rainfall totals observed in the periods 1989–1999 and 1969–1979, respectively as a function of time $T$ between $T = 1\, h$ and $T = 24\, h$. 
Fig. 4. Parameter set of a CP-based MRC for each combination of cell properties as a 4-dimensional matrix. The small cubes contain the parameters for the branching of a parent cell with given cell properties: CP (circulation pattern class), VP (volume property), PP (position property) and $T$ (timescale property). A template of parameters for a branching with $b = 2$ is shown for the highlighted cube. The parameters are the probabilities $P$ of states $W = 0$, $W = 1$ and $W = x$, and the empirical probability distribution function $f(x)$ for the state $W = x$. 

Fig. 5. Cumulative distribution functions of hourly rainfall amounts from observations and synthetic time series as produced by the rainfall generator for parameterization period 1989–1999 (top) and validation period 1969–1979 (bottom).
Fig. 6. Cumulative distribution functions of hourly rainfall amounts from observations and synthetic time series as generated by the cascade models (with and without CP) for parameterization period 1989–1999 (top) and validation period 1969–1979 (bottom).
Fig. 7. Cumulative distribution functions of hourly rainfall amounts from synthetic time series as generated by the cascade models (with and without CP) for the period 1979–1989. No observed rainfall amounts were available for this period.
Fig. 8. Comparison of statistical moments $M_q$ of observed and synthetic rainfall data (averaged over 100 disaggregation runs) of the cascade models (with and without CP) and the simple rainfall generator as a function of time scale $T$ between $T = 1$ h and $T = 24$ h for parameterization period 1989–1999 (top) and validation period 1969–1979 (bottom) in a log-log plot.
Fig. 9. Autocorrelation function of observed and simulated time series of hourly rainfall data (averaged over 100 disaggregation runs) of cascade models (with and without CP) and the simple rainfall generator for parameterization period 1989–1999 (top) and validation period 1969–1979 (bottom).