Record extension for short-gauged water quality parameters using a newly proposed robust version of the line of organic correlation technique
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Abstract

In many situations the extension of hydrological or water quality time series at short-gauged stations is required. Ordinary least squares regression (OLS) of any hydrological or water quality variable is a traditional and commonly used record extension technique. However, OLS tends to underestimate the variance in the extended records, which leads to underestimation of high percentiles and overestimation of low percentiles, given that the data is normally distributed. The development of the line of organic correlation (LOC) technique is aimed at correcting this bias. On the other hand, the Kendall-Theil robust line (KTRL) method has been proposed as an analogue of OLS with the advantage of being robust in the presence of outliers. Given that water quality data are characterised by the presence of outliers, positive skewness and non-normal distribution of data, a robust record extension technique is more appropriate. In this paper, four record-extension techniques are described, and their properties are explored. These techniques are OLS, LOC, KTRL and a new technique proposed in this paper, the robust line of organic correlation technique (RLOC). RLOC includes the advantage of the LOC in reducing the bias in estimating the variance, but at the same time it is also robust to the presence of outliers. A Monte Carlo study and empirical experiment were conducted to examine the four techniques for the accuracy and precision of the estimate of statistical moments and over the full range of percentiles. Results of the Monte Carlo study showed that the OLS and KTRL techniques have serious deficiencies as record-extension techniques, while the LOC and RLOC techniques are nearly similar. However, RLOC outperforms OLS, KTRL and LOC when using real water quality records.

1 Introduction

In many cases, water resources management involves the use of different hydrologic or water quality data to simulate the outcomes of decisions (Hirsch, 1982). However,
Records available for many streams are either too short to contain a sufficient range of hydrologic and water quality conditions or have periods of missing data (Alley and Burns, 1983). One solution to this problem is to rely on the transfer of information from nearby stream gauges with available long-term records (Hirsch, 1982; Alley and Burns, 1983; Vogel and Stedinger, 1985). This can be done by extending historic hydrologic or water quality records of interest in time via exploitation of the correlation between these records at the site of interest and concurrent records at a nearby site. This is commonly done using ordinary least squares regression (OLS). OLS is commonly applied to reconstitute information about short-gauged water quality variables (Harmancioglu and Yevjevich, 1986, 1987; Harmancioglu et al., 1999; Robinson et al., 2004; Khalil and Ouarda, 2009).

Water quality data have special characteristics such as: presence of outliers, by definition they are non-negative, positive skewness, non-normal distribution of data, censored records (e.g. concentrations below a detection limit), seasonal patterns and autocorrelation. Outliers and positive skewness are more common in water quality data. Due to the presence of outliers and positive skewness, water quality data often have a form resembling a log-normal distribution (Lettenmaier, 1988; Berryman et al., 1988).

There are two main deficiencies in using the OLS as a record extension technique for water quality data. First, it is not robust for the presence of outliers. Presence of outliers significantly affects intercept and slope estimates in the OLS (Nevitt and Tam, 1998; Granato, 2006). Second, the variance in the extended records provides a negatively biased estimate of the true variance (Hirsch, 1982; Alley and Burns, 1983; Moog and Whiting, 1999; Helsel and Hirsch, 2002; Khalil et al., 2010; Koutsoyiannis and Langousis, 2011). If the record-extension technique that is used presents a bias in the estimation of extreme values, this leads to bias in the estimation of the probability of exceedance (Hirsch, 1982). For water quality, extreme values and percentiles are of interest for the assessment of compliance with standards or permissible limits (Khalil et al., 2010).
Several robust regression techniques have been proposed in the literature as analogues to OLS with the advantage of being robust for the presence of outliers (e.g. Huber M-estimation; Least Median of Squares; Least Absolute Deviations; Winsorized regression; and Trimmed Least Square estimation). In general, robust regression techniques have been developed mainly for the situation where symmetric error distributions have heavy tails because of the presence of outliers in the observed data (Dietz, 1987; Nevitt and Tam, 1998). In contrast, in nonparametric techniques (e.g. monotonic regression and Kendall-Theil robust line) methods for parameter estimation are regarded as distribution free (Nevitt and Tam, 1998).

Nevitt and Tam (1998) compared the behaviour of robust regression and nonparametric regression techniques with OLS with respect to the presence of outliers and deviation from normality. Their results showed that Kendall-Theil robust line (KTRL) is a very strong analogue to OLS regression. It can provide accurate estimates of the population parameters under both the presence of outliers and deviation from normality. Although their results showed that Least Absolute Deviation (LAD) technique outperforms KTRL under heavily presence of outliers, KTRL was almost as strong as LAD regression. However, under deviation from normality, no estimator outperformed the KTRL technique. Nevitt and Tam (1998) concluded that the KTRL technique provides strong parameter estimation under presence of outliers and/or deviation from normality.

The Kendall-Theil robust line (KTRL) technique is an analogue to OLS with the advantage of being robust for the presence of outliers and/or deviation from normality. KTRL is almost as efficient as the OLS when normality assumptions are met, and more efficient under deviation from normality (Helsel and Hirsch, 2002). For the case, the data show a linear pattern, homoscedastic and normality of residuals, the KTRL and OLS will provide almost identical results (Hirsch et al., 1991). When outliers exist, the KTRL will produce a line with greater efficiency than OLS (Hirsch et al., 1991; Helsel and Hirsch, 2002). However, similar to OLS, KTRL also underestimates the variance in the extended records. KTRL has been widely applied not only for record extension but
also for trend assessment (e.g. Albek, 2003; Granato, 2006; Olson et al., 2010; Déry et al., 2011),

The line of organic correlation (LOC) was first introduced in hydrology by Kritskiy and
Menkel (1968). The LOC theoretical characteristics were presented by Kruskal (1953).
The main advantage of the LOC is that it is able to maintain variability in the extended
records (Helsel and Hirsch, 2002). However, it is not robust for the presence of outliers.
Several studies applied the LOC for extending stream-flow records (e.g. Hirsch, 1982;
Hirsch et al., 1991; Jia and Culver, 2006; Ryu et al., 2010), for estimation of missing
precipitation values (e.g. Raziei et al., 2009, 2011), and also for extension of water
quality records (e.g. Khalil et al., 2010, 2011).

The main objective of this paper is to evaluate the suitability of four record-extension
techniques for the reconstruction of information about short-gauged water quality pa-
rameters. These techniques are OLS, KTRL, LOC and a modified version of the LOC
that retains the LOC advantage of preserving the cumulative distribution function of pre-
dictions, but which is also robust toward the presence of outliers. The modified version
proposed in this study will be referred to hereafter as robust line of organic correlation
(RLOC).

2 Theoretical background

Assume that the measured variables \( x \) and \( y \) has \( n_1 + n_2 \) and \( n_1 \) years of data, respec-
tively, of which \( n_1 \) are concurrent data as follows:

\[
x_1, x_2, x_3, \ldots, x_{n_1}, x_{n_1+1}, x_{n_1+2}, \ldots, x_{n_1+n_2}
\]

\[
y_1, y_2, y_3, \ldots, y_{n_1}.
\]

Assume that at the year \( n_1 + n_2 \), it is desired to reconstitute information about the vari-
able \( y \) by extending its records through the period from \( n_1 + 1 \) to \( n_2 \) years. In this case,
record extension techniques can be used. In this study four record techniques were
used, the OLS, KTRL, LOC and RLOC as briefly described in the following subsec-

tions.

2.1 Ordinary Least Squares (OLS) regression

Ordinary Least Squares (OLS), commonly referred to as linear regression, is used to
describe the covariation between a variable of interest (dependent variable) and one
or more other variables (independent variable(s)). OLS of y on x can be illustrated as
follows (Hirsch, 1982):

\[ \hat{y}_i = a + b x_i \]  

(1)

where \( \hat{y}_i \) is the y estimates for \( i = n_1 + 1, \ldots, n_2 \), \( a \) is the interception and \( b \) is the slope
of the regression equation. In OLS, estimates of the intercept and slope are to minimise
the squared error in the estimated \( \hat{y} \) values. By solving normal equations, the intercept
and slope optimal estimates can be defined as follows (Draper and Smith, 1966):

\[ \hat{y}_i = \bar{y}_c + r \left( \frac{s_{y_c}}{s_{x_c}} \right) (x_i - \bar{x}_c) \]  

(2)

where \( \bar{y}_c \) and \( \bar{x}_c \) are the mean values of \( y_c \) and \( x_c \), respectively, which represents the
series of the concurrent records \( (i = 1, \ldots, n_1) \), \( s_{y_c} \) is the standard deviation of \( y_c \) and \( s_{x_c} \)
is the standard deviations of \( x_c \), and \( r \) is the sample correlation coefficient between \( y_c \)
and \( x_c \). The OLS has the properties of being unbiased with a small mean square error
\( \text{MSE} = \sigma_y^2 (1 - \rho_{xy}) \) (Koutsoyiannis and Langousis, 2011), where \( \sigma_y^2 \) is the y population
variance and \( \rho_{xy} \) is the population correlation coefficient between \( x \) and \( y \).

Water quality data sets commonly characterized by the presence of outliers and
skewed distributions, which are not the ideal characteristics for the application of para-
metric statistical techniques (Hirsch et al., 1991; Helsel and Hirsch, 2002; Granato,
2006). The slope and intercept in the OLS techniques rely on the means and sum of
squares of the \( y_c \) and \( x_c \), which are significantly affected by the presence of outliers
In addition, underestimation of the extended records variability may result in underestimation of high percentiles and overestimation of low percentiles (Khalil et al., 2010), which consequently may affect compliance with standards assessment.

2.2 Kendall-Theil Robust Line (KTRL)

In contrast to OLS, the Kendall-Theil robust line (KTRL) is not strongly affected by outliers (Helsel and Hirsch, 2002). The KTRL robust slope estimator was first described by Theil (1950). The Kendall-Theil slope estimate is calculated as the median of all possible slopes computed from each data pair. An $n$-element data set of $(x, y)$ pairs will result in $n(n-1)/2$ pair-wise comparisons. For each data pair, a slope $\Delta y/\Delta x$ is calculated and the nonparametric slope estimate ($b_K$) is the median of all possible pair-wise slopes (Theil, 1950):

$$b_K = \text{median} \frac{y_j - y_i}{x_j - x_i} \quad \forall \ i < j \ i = 1, 2, \ldots, n_1 - 1 \ j = 2, 3, \ldots, n_1.$$

As for the intercept, several estimates have been proposed in the literature for the KTRL. For instance, Theil (1950) proposed an intercept as the median of the term $(y_i - b_k x_i)$ computed using each data pair. Conover (1980) proposed an intercept computed using the $b_k$ and the $y_c$ and $x_c$ median values. It was concluded by Dietz (1987) that the Conover (1980) intercept estimate was more robust than other estimates for the KTRL. The Conover intercept estimate was recommended by Helsel and Hirsch (2002) for its robustness, efficiency, easy to calculate. Thus, the KTRL intercept ($a_K$) is defined as follows (Conover, 1980):

$$a_K = \text{median} (y_c) - b_k \cdot \text{median} (x_c).$$

This formula ensures that the KTRL line passes through the point – median $(x)$, median $(y)$ (Helsel and Hirsch, 2002), which can be considered as an analogue to OLS, where...
the OLS line passes through the point – mean \((x)\), mean \((y)\). As described in Helsel and Hirsch (2002), \(b\) from OLS and \(b_K\) from KTRL are both unbiased estimators of the slope of a linear relationship. However, on one hand, when the residuals follow the normal distribution, OLS is slightly more efficient than KTRL. On the other hand, when the residuals do not follow normal distribution then \(b_K\) is much more efficient than \(b\) (Hirsch et al., 1991; Helsel and Hirsch, 2002).

2.3 Line of Organic Correlation (LOC)

The main advantage of the line of organic correlation (LOC) is that it maintains the variance and cumulative distribution function of the extended records. The goal guiding to the development of the LOC was to estimate the intercept and slope in the regression equation to fulfil the following criteria (Hirsch, 1982):

\[
\sum_{i=1}^{n_1} \hat{y}_i = \sum_{i=1}^{n_1} y_i \quad \text{(5)}
\]

\[
\sum_{i=1}^{n_1} (\hat{y}_i - \bar{y}_c)^2 = \sum_{i=1}^{n_1} (y_i - \bar{y}_c)^2. \quad \text{(6)}
\]

One such solution is (Hirsch, 1982):

\[
\hat{y}_i = \bar{y}_c + \text{sign} (r) \left( \frac{s_{y_c}}{s_{x_c}} \right) (x_i - \bar{x}_c) \quad \text{(7)}
\]

where sign \((r)\) stands for the algebraic sign \((+\) or \(-\)) of the correlation coefficient. The LOC has also been called the “maintenance of variance extension” or MOVE (Hirsch, 1982), and also the “geometric mean functional regression” (Halfon, 1985). Hirsch (1982) carried out a Monte Carlo experiment to evaluate the OLS and LOC for bias and standard error of extreme-order statistics. Results of the Monte Carlo experiment showed that LOC produces time series with properties almost similar to the
properties of the observed records, while OLS provided records with underestimated variability. However, similar to the OLS regression, the slope and intercept of LOC rely on the sample ($y_c$ and $x_c$) mean and standard deviation values, which are significantly affected by the presence of outliers.

Similar to the OLS, the LOC is unbiased but with relatively higher MSE ($\text{MSE} = 2 \sigma_y^2 (1 - |\rho_{xy}|)$) (Koutsoyiannis and Langousis, 2011). As described by Koutsoyiannis and Langousis (2011), when the $|\rho_{xy}|$ is less than 0.5, the LOC results in an MSE greater than the population variance, which can be considered as a threshold below which the LOC becomes pointless if used to substitute missing values.

2.4 Robust Line of Organic Correlation (RLOC)

The presence of outliers may affect the estimation of the intercept and slope of the OLS and LOC techniques. In addition, when using OLS or KTRL, the under estimation of the variance in the extended records may affect the estimation of extreme percentiles and consequently affect the assessment of compliance with standards or permissible limits. Consequently, a record extension technique that is robust for the presence of outliers and at the same time maintains the variance in the extended records is required. Thus, it is necessary either to modify the KTRL to be able to maintain variance in the extended records, or to modify the LOC to be robust for the presence of outliers. In this section the robust line of organic correlation (RLOC) is proposed as a modified version of the LOC with the advantage of being robust for the presence of outliers.

Presence of high or low outliers has a larger effect on computing the mean than on computing the median. The mean is very sensitive to the presence of outliers, while the median, or the 50th percentile, is slightly influenced by the presence of outliers (Helsel and Hirsch, 2002). Similarly, the sample variance is strongly influenced by outlying values. Since the variance is based on the squares of the deviations from the mean, the variance magnitude may be more influenced by the presence of outliers than the mean. A variance value computed in the presence of outliers may give an indication of greater spread than actually indicated by the majority of the data. The most
frequently used outlier-resistant measure of spread is the inter-quartile range (IQR) (Helsel and Hirsch, 2002). The IQR is computed as the range of the central 50% of the data (75th percentile minus the 25th percentile) and is not affected by the 25% on both ends.

The proposed technique (RLOC) follows the LOC, with a modification of the intercept and slope estimators. The goal guiding to the development of the RLOC was to estimate the intercept and slope estimators in such a way that they become robust to the presence of outliers. Given a normal distribution (N(μ, σ)) with mean (μ) and standard deviation (σ), the 25th and 75th percentiles (yc(25) and yc(75)) are defined as follows:

\[ y_{c(25)} = z_1 \sigma + \mu \]  
\[ y_{c(75)} = z_3 \sigma + \mu \]  

where \( z_1 \) and \( z_3 \) are the standard scores equal to -0.6745 and 0.6745 respectively. Thus, the IQR is:

\[ \text{IQR} = y_{c(75)} - y_{c(25)} = (z_3 - z_1) \sigma \approx 1.35 \sigma. \]  

In the RLOC, the slope (\( b_R \)) is equal to the IQR ratio of \( y_c \) to \( x_c \), which is equivalent to the slope of the LOC with the advantage of being robust for the presence of outliers. As for the RLOC intercept estimator (\( a_R \)) the Conover (1980) estimator was followed using the RLOC slope estimator. Thus, \( b_R \) and \( a_R \) are defined as follows:

\[ b_R = \text{sign}(r) \frac{y_{c(75)} - y_{c(25)}}{x_{c(75)} - x_{c(25)}} \]  
\[ a_R = \text{median}(y_c) - b_R \text{ median}(x_c). \]  

where \( y_{c(75)} \), \( y_{c(25)} \), \( x_{c(75)} \) and \( x_{c(25)} \) are the 75th and 25th percentiles of \( y_c \) and \( x_c \) estimated during the period of concurrent records. Thus, both the intercept and slope estimators of the RLOC are robust to the presence of outliers and also censored records.
In addition, using such estimators takes advantage of the nonparametric technique in which the predictor does not take a predetermined form (e.g. normal distribution), but is constructed according to information derived from the data.

To illustrate the impact of the departure from normality, the LOC and RLOC slope estimators were examined under deviation from normality using a combination of two normal distributions. The primary or main distribution has a mean value equal to 10 and a standard deviation equal to 1. The secondary distribution has a mean value equal to 11 and a standard deviation equal to 3. Different mixture distributions were generated containing between 100 and 80 % of the main distribution and between 0 and 20 % of the second distribution. Each mixture distribution was treated as the dependent variable in a regression, while the predictor was a generated random order variable. Thus, the true population slope is zero. The slope estimators of the LOC and RLOC techniques were calculated and their standard deviations around zero recorded as root mean squared error (RMSE). The ratio of the RMSE for the RLOC estimator to that of the LOC estimator was plotted for each distribution mixture (Fig. 1). A value larger than 1 indicates that the LOC estimate is superior, while a value smaller than 1 indicates that the RLOC estimate is superior.

As shown in Fig. 1, the LOC and RLOC estimators have almost the same error when the data are not mixed (normal distribution). The RLOC estimator becomes showed better efficiency with small amounts of mixtures. For the distributions consists of 80 % of the main distribution and 20 % of the secondary distribution, the RLOC estimator was about 30 % more efficient than the LOC slope estimator.

It should be emphasized that when the intercept is negative, sometimes these record extension techniques may produce negative values of $y$. As explained by Koutsoyiannis and Langousis (2011), if the OLS intercept is negative, it may sometimes produce negative values or ignore values less than the intercept if it is positive. For the LOC and RLOC, the intercept becomes negative if $y$ is directly proportional to $x$ and at the same time the coefficient of variation of $y$ is larger than that of $x$. The occurrence of
these two cases results in a negative intercept; however, the presence of a negative intercept does not necessarily lead to negative $y$ values.

3 Evaluation experiments

Monte Carlo and empirical experiments were conducted to evaluate the four record extension techniques. A Monte Carlo experiment allows for the comparison and evaluation of the four record extension techniques using records with predefined distributions and statistical properties. The empirical experiment permits evaluation of the four record extension techniques using real water quality data.

3.1 Monte Carlo experiment

In the Monte Carlo experiment, the $x$ and $y$ variable sequences of 120 cases (the same number of records available in the empirical study) were generated from a bivariate normal distribution with $\mu_x = \mu_y = 0$ and $\sigma_x^2 = \sigma_y^2 = 1$. Three cross-correlation coefficients ($\rho = 0.5; 0.7$ and $0.9$) were considered. A correlation coefficient of 0.5 was selected to represent the threshold below which the MSE becomes larger than the variance when the LOC is used (Koutsoyiannis and Langousis, 2011). This allows assessing the performance of the modified version (RLOC) with respect to the LOC for the substitution of missing values. The correlation coefficients of 0.7 and 0.9 represent the range within which the correlation coefficients in the empirical experiment were observed (see next section). Different combinations of the number of records during the concurrent period ($n_1$) and the period to be estimated ($n_2$) were considered. The Monte Carlo experiments were carried out for ($n_1$, $n_2$) values of (96, 24), (72, 48), (48, 72) and (24, 96) and for the three correlation coefficient values. Monte Carlo experiments of 12 different combinations of $\rho$ and ($n_1$, $n_2$) were conducted to assess the capability of the four record-extension techniques to extend records that reproduce the different statistical characteristics of the observed records. The estimation of the mean,
standard deviation and the 5th to the 95th percentiles from the extended series was evaluated based on those estimated from the observed series.

3.2 Empirical experiment

In the empirical experiment, data from the Edko drainage system water quality monitoring network in the Nile Delta in Egypt were used. The Edko drainage system is one of the main drainage systems in the Nile delta. The Edko catchment area is about 96,000 ha (960 km²) and its length is 48.8 km starting from Shubra-Kheit, flowing freely into Lake Edko then to the Mediterranean (El-Saadi, 2006). The Edko drainage system is covered by 11 water quality monitoring locations (Fig. 2) where monthly samples have been taken since August 1997. Ten years of monthly water quality records for electric conductivity (EC) and chloride (Cl) measured at the 11 monitoring locations were used in the empirical experiment. The EC is used as an explanatory variable to extend the Cl records using the four record extension techniques. Preliminary analysis of the EC and Cl data at the 11 monitoring locations indicates the presence of outliers and that most of the variables are positively skewed (Fig. 2).

The experiment was designed to assess the usefulness of the four record-extension techniques for maintaining the statistical characteristics of the Cl data. Assessment of the usefulness of the four record-extension techniques was carried out using a split-sample cross validation method because it will provide a more general assessment of the techniques’ performance than may be provided by the simple split-sample validation method. In the split sample cross validation, one year of monthly records was eliminated from the available ten years of data. The monthly values for the removed year were then estimated using the four record-extension techniques calibrated with the remaining nine years. At each of the Edko drain 11 monitoring locations, the four record-extension techniques were applied to estimate Cl using EC as a predictor. Thus, 110 (11 locations × 10 different samples combinations = 110) different realisations of extended Cl records were generated. For each trial, the extended series was evaluated based on the estimation of the mean, standard deviation and over the full range
of percentiles (from the 5th to the 95th percentile). The correlation coefficient of $y_c$ and $x_c$ was computed for each of the 110 different realisations considered. Results showed that the correlation coefficient was always positive and ranges between 0.73 and 0.92.

### 3.3 Evaluation procedures

Record-extension techniques are commonly applied to extend streamflow records at short-gauged stations using the logarithm of the streamflow records. In general, log-transformed were used instead of the raw records to improve the normality, when the data show a strongly positive skew (Helsel and Hirsch, 2002; Granato, 2006).

In general, water quality data usually positively skewed due to the presence of positive outliers (Lettenmaier, 1988; Berryman et al., 1988). Preliminary analysis for Edko drain data also confirms presence of outliers and positive skewness. Khalil et al. (2010, 2011) applied record-extension techniques to the log-transformed data, while performance measures were computed based on the back-transformed estimated records. Similarly, in this study, the back-transformed extended series were compared to the observed series based on the estimation of different statistical parameters. Two performance measures were used to evaluate the performances of the four record-extension techniques. These are the bias (BIAS) as a measure of accuracy and the root mean squared error (RMSE) as a measure of precision, which can be defined as follows:

\[
\text{BIAS} = \frac{1}{m} \sum_{i=1}^{m} \hat{S}_i - S_i \quad (13)
\]

\[
\text{RMSE} = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (\hat{S}_i - S_i)^2} \quad (14)
\]

where $\hat{S}_i$ is the estimated statistics and $S_i$ is the observed statistics of the response variable for $i = 1, \ldots, m$, where $m$ is the number of trials in the Monte Carlo or the empirical study.
It should be noted that mean square error is the second moment of the error and it incorporates both the variance of the estimate and its bias. Thus, by simultaneously examining the RMSE and the BIAS, one can assess if the error results more from the estimation variability or rather from the bias made on the estimate (Chokmani, et al., 2008). Aside from computing the BIAS and RMSE for the estimated statistics, both measures were also applied to compare the extended records with the observed records. In this case the summation in Eqs. (13) and (14) was for \((\hat{y}_i - y_i)\) from \(i = 1\) to \(i = n_2\), which is the size of extended records.

4 Results

4.1 Monte Carlo experiment results

In the Monte-Carlo experiment, 5000 trials were generated. This number of generated trials was selected based on a pre-analysis carried out to examine the convergence of the error in estimating different statistics. The BIAS and RMSE values for the extended records are presented in Table 1. The values presented in Table 1 are the average values computed based on the 5000 trials. Results show that the hypothesis that the BIAS value is equal to zero could not be rejected at the 0.05 significance level for any of the extension techniques under any of the 12 designed combinations. For the RMSE, those corresponding to the OLS are relatively lower than those corresponding to any of the other three techniques, while those corresponding to the KTRL are relatively lower than those corresponding to the LOC or RLOC. Similarly, RMSEs corresponding to the LOC are relatively lower than those corresponding to the RLOC. These results indicate that the four techniques are unbiased. However the OLS is the most precise, followed by the KTRL. The margin of error exhibited by the KTRL as compared to the OLS is almost equal to that exhibited by the RLOC as compared to the LOC. These results indicate that when the objective is to substitute missing records, and the data shows a linear pattern, constant variance and normality of residuals, the OLS is favorable.
The BIAS values for the estimation of the mean and standard deviation are shown in Table 2. For the estimation of the mean value, the hypothesis that the BIAS value is equal to zero could not be rejected at the 0.05 significance level for any of the extension techniques under any of the 12 designed combinations. In addition, the results show that there is no significant difference in the BIAS values between the four record-extension techniques and under any of the 12 different combinations considered. These results would be expected since the OLS and LOC lines pass through the point representing the mean values of the response and predictor. In the same manner, the KTRL and RLOC lines pass through the point representing the median values of the response and predictor, which is the same point representing the mean values, given that the data was generated from a bivariate normal distribution.

For the standard deviation, using the OLS or KTRL, the hypothesis that the BIAS value is equal to zero is rejected at the 0.05 significance level for all of the 12 designed combinations. When using the LOC and RLOC techniques, the hypothesis that the BIAS values are equal to zero cannot be rejected for most of the combinations. Using either the OLS or KTRL technique, the results show a significant underestimation of the standard deviation under any of the 12 different combinations of \( \rho \) and \((n_1, n_2)\). Using the LOC technique, BIAS values ranged between \(-0.002\) and \(0.008\), and between \(-0.001\) and \(0.010\) when using the RLOC.

Table 2 shows that the BIAS values for the estimation of the standard deviation decrease with an increase in the correlation coefficient value and/or an increase of the size of the concurrent records \((n_1)\). These results may indicate that when the size of the concurrent records is large enough with a high level of association, use of either the LOC or RLOC will estimate the standard deviation with high accuracy. In general, Table 2 shows that BIAS values corresponding to the LOC and RLOC are closer to zero than those corresponding to the OLS and KTRL under any of the 12 designed combinations.

Table 3 shows the RMSE values for the estimation of the statistical moments using the four record extension techniques for each of the 12 designed combinations of \(n_1, n_2\).
and \( \rho \). From Table 3, it can be seen that the RMSE values decrease with an increase in the correlation coefficient value and/or the size of the concurrent records for the mean or standard deviation. For the standard deviation, using either the LOC or RLOC, the RMSE values are less than the values obtained when using the OLS or KTRL.

Figure 3 shows the BIAS values for the estimation of the non-exceedance percentiles using the four record extension techniques. In Fig. 3, six figures representing the two extreme cases (\( n_1 = 96 \) and \( n_1 = 24 \)) under each of the three correlation coefficients considered are presented.

In general, Fig. 3 shows that when using OLS or KTRL, one may expect an over-estimation of low percentiles and an underestimation of high percentiles. When using the LOC or RLOC techniques these biases in the estimation of extreme percentiles were significantly reduced. Given that the data follow a normal distribution, underestimation of the variance leads to underestimation of high values and overestimation of low values, which leads to the shown bias in the estimation of extreme percentiles.

In the case where \( n_1 \) is equal to 96, the results obtained from using OLS show that the BIAS ranges between \(-0.14\) and 0.14 when \( \rho \) is equal to 0.5, between \(-0.09\) and 0.09 for \( \rho \) equal to 0.7 and between \(-0.04\) and 0.04 for \( \rho \) equal to 0.9. In the case where \( n_1 \) is equal to 24 records, the BIAS value when using OLS ranges between \(-0.6\) and 0.6 for \( \rho \) equal to 0.5. For \( \rho \) equal to 0.7, the BIAS value ranges between \(-0.4\) and 0.4, and between \(-0.2\) and 0.2 for \( \rho \) equal to 0.9. For the other two cases (\( n_1 \) is equal to 24 and 48 records) not presented in this figure, the BIAS values were in-between the presented cases. While, the BIAS values for LOC and RLOC are closer to zero than the values for the OLS or KTRL under all of the combinations considered. Figure 3 shows that in general, under all combinations considered, use of LOC or RLOC will produce similar results, and both techniques reduce the bias exhibited by the OLS or KTRL when estimating extreme percentiles.

Similarly, Fig. 4 shows the RMSE values for the same six \( \rho, n_1 \) and \( n_2 \) combinations presented in Fig. 3. When using the RLOC, in the case where \( n_1 \) is equal to 96 and \( \rho \) is equal to 0.5, the RMSE value for the estimation of extreme percentiles (5th and...
95th percentiles) reaches 0.14, whereas it is 0.33 when \( n_1 \) is equal to 24. When \( \rho \) is equal to 0.7, the RMSE value is 0.135 and only 0.13 when \( \rho \) is equal to 0.9, while when \( n_1 \) is equal to 24, the RMSE values are 0.23 and 0.21 respectively. These results indicate that the RMSE decreases with an increase in the size of concurrent records (\( n_1 \)) and/or the correlation coefficient. In general, for the four record-extension techniques, plots in Fig. 4 show that for the estimation of percentiles, precision increases as the correlation coefficient (\( \rho \)) and/or the size of available records during the concurrent period (\( n_1 \)) increases.

When \( n_1 \) is equal to 96 and \( \rho \) is equal to 0.9, Fig. 4 (the bottom right panel) shows that there is no difference between the four record-extension techniques for the estimation of any of the percentiles considered. When \( n_1 \) is equal to 24, Fig. 4 (the left column panels) shows that extended records produced when using the LOC provide more precise estimations of extreme percentiles than the OLS, KTRL and RLOC extended records. When \( n_1 \) is equal to 24 and \( \rho \) is equal to 0.9, the OLS outperforms the RLOC for the estimation of percentiles in the range from the 10th to the 90th percentiles. These results indicate that the RLOC requires larger sample sizes than regression techniques based on parametric models (OLS and LOC) because the limited size of concurrent records may not support the estimation of the RLOC slope estimator.

Thus, in summary, the Monte Carlo study results show that RLOC can be considered as an analogue of LOC. The main advantage of LOC and RLOC over OLS is that when using either of the former techniques, the cumulative distribution function of the forecasts estimates those of the observed records that they were estimated to represent. However, when the objective is to substitute individual missing records, the OLS and KTRL are preferable. Consequently, LOC and RLOC are preferable in the case the probability distribution of the extended records is to be inferred and used. For the RLOC, the Monte Carlo experiment shows that it is as accurate as the LOC for the estimation of the standard deviation and extreme percentiles but not as precise as the LOC when small number of records is available.
To confirm the impact of the size of the concurrent records on the performance of the RLOC another Monte Carlo experiment was considered. In this experiment, the estimation of the IQR was evaluated based on different sizes of the concurrent records. A 5000 case time series was generated from a normal distribution with $\mu = 0$ and $\sigma^2 = 1$. This time series is considered as a population. A set of 1000 different subsamples were generated from the original sample (population) using sampling with the replacement technique for each of the following sizes: 12, 24, 36, 48, 60, 72, 84, 96, 108 and 120. For each of the 1000 subsamples representing each of the sizes considered, an IQR ratio was computed, which is the ratio of the IQR value estimated from the subsample to that estimated from the original sample (population). An IQR ratio larger than 1 indicates overestimation and less than 1 indicates underestimation. Figure 5 shows box-plots for each of the data size considered. Each box-plot was drawn using the 1000 IQR ratios computed for each of the 1000 subsamples.

The level of accuracy of the IQR estimated from the subsamples is represented by how close the box-plot median value is to 1, while the level of precision is represented by the box-plot dispersion around the median value. From Fig. 5, the median values representing different subsample sizes are all close to 1, which indicates accuracy of the estimation even with a small sample size. However, for small sample sizes the box-plot dispersion around the median is larger than the dispersion exhibited by box-plots corresponding to relatively larger sample sizes. These results confirm results obtained from the Monte Carlo experiment (Figs. 3 and 4) that the RLOC produces records that allow for the estimation of extreme percentiles as accurate as the LOC, but not as precise as the LOC when only limited number of records are available.

4.2 Empirical experiment results

The BIAS and RMSE values for the estimated records, as well as those for the estimation of the mean and standard deviation are shown in Table 4. From Table 4, for the extended records, the BIAS values were almost comparable, while the lowest RMSE was observed when the KTRL was used, and the second lowest RMSE was observed...
when the RLOC was used. These results indicate that when the data exhibit outliers, a robust technique is preferable for the substitution of missing values.

For the estimation of the mean, the hypothesis that the BIAS value is equal to zero could not be rejected at the 0.05 significance level for any of the four record extension techniques. Results also show that there is no significant difference between the BIAS or RMSE values corresponding to the four record-extension techniques for the estimation of the mean.

For the estimation of the standard deviation, results showed that an underestimation was obtained when using the OLS or KTRL, while an overestimation was obtained when using the LOC or RLOC. However, the BIAS value corresponding to the RLOC is closer to zero and far below that corresponding to the LOC. This is due to the presence of outliers and/or deviation from normality, where the RLOC is robust while LOC is sensitive. Although RMSE values were almost comparable, when using the RLOC the lowest BIAS and RMSE values were obtained.

Figure 6 shows the BIAS values corresponding to the four record-extension techniques for the estimation of the CI percentiles. From Fig. 6, when using OLS or KTRL, results showed an overestimation of low percentiles and underestimation of high percentiles. When using the LOC, Fig. 6 shows an underestimation of low percentiles and an overestimation of high percentiles, which is mainly because of the overestimation of the standard deviation. On the other hand, BIAS values for the estimation of the extreme percentiles using the RLOC are close to zero, while those corresponding to the OLS, KTRL and LOC are not. For the estimation of extreme percentiles, RLOC is better than LOC, but both of these are better than OLS and KTRL.

Figure 7 shows the RMSE values corresponding to the four record-extension techniques for the estimation of the CI percentiles. Results showed that the RMSE values corresponding to the RLOC are lower than those corresponding to the other three techniques and those corresponding to KTRL are lower than those corresponding to the LOC and OLS. Figure 7 shows that the estimation of CI percentiles using records extended by KTRL was more precise than those using the LOC, which may be due
to the presence of outliers. Figures 6 and 7 clearly illustrate that the OLS and KTRL overestimate low percentiles and underestimate high percentiles, as expected from the tendency of OLS and KTRL to underestimate the variance in the extended records.

Thus, in summary, the results indicate that OLS and KTRL substantially reduce variability and that LOC and RLOC tend to preserve variability in the extended records. The OLS and KTRL techniques underestimate high percentiles and overestimate low percentiles. While, the LOC and RLOC techniques reduce the bias in the estimation of both high and low percentiles. Both techniques produce extended records that preserve extreme percentiles relatively well. However, when the objective is to substitute individual records and not to extend a time series, the OLS and KTRL are preferable. Using water quality data, RLOC outperforms the LOC in the estimation of extreme percentiles. This better performance shown by RLOC arises because real water quality data do not follow a normal distribution, and even after transformation, some deviation from normality may exist. This slight deviation from normality and/or presence of outliers makes RLOC preferable. However, in the case of small sizes of concurrent records, the LOC outperforms the RLOC, as the RLOC slope estimator requires enough records to be estimated precisely.

It is recommended that the newly proposed RLOC intercept and slope estimates be further investigated using simulated records with specific characteristics under different degrees of data contamination, deviation from normality, different sizes of concurrent records, and different association levels. In addition, further investigation using different hydrologic data sets from other geographical areas is recommended.

5 Conclusions

The OLS, KTRL, LOC and the new RLOC technique were compared in this study using a Monte Carlo and empirical experiments using water quality data from the Edko drainage system, in the Nile Delta of Egypt. BIAS and RMSE were computed to evaluate each of the four record-extension techniques with respect to the errors in the
extended records, as well as the extended record means, standard deviations and full range of percentiles. Assessment of the errors of the extended records using BIAS and RMSE, the Monte Carlo experiment revealed that when OLS assumptions are fulfilled, it outperforms the other three techniques. However, the empirical experiment showed that the KTRL outperformed the OLS, which was mainly due to presence of outliers. Thus, it was concluded that the OLS and KTRL are recommended for substitution of missing records.

For the estimation of extended record statistics, both experiments showed that OLS and KTRL fall significantly to extend records that preserve main statistical characteristics. Mainly both techniques cannot be expected to extend records with the appropriate variability or the appropriate distribution shape. The evaluation of biases of moments and non-exceedance percentiles showed that LOC and RLOC perform better than OLS and KTRL. The OLS and KTRL estimates substantially underestimated the variance. Consequently, the frequency of extreme events such as exceedance of permissible limits would be underestimated when the OLS or KTRL is used. On the other hand, the LOC estimates would substantially overestimate the variance. Thus, the frequency of extreme events would be overestimated. However, use of LOC reduces the bias exhibited by the OLS.

The RLOC slope estimator based on the interquartile ratio ensures that estimates of \( \hat{y}_i \) from observed \( x_i \) have statistical parameters and distributional shape similar to those expected had \( y_i \) been measured. Using real water quality data, the empirical experiment showed RLOC to have slightly more desirable properties than LOC. When records to be extended and inference about probabilities of exceedance (such as probabilities of exceeding some water-quality standard) to be made, LOC and RLOC should be used to extend the records rather than OLS or KTRL. RLOC is superior in cases of deviation from normality and/or the presence of outliers.

This study support the idea that when the data or their transforms show a linear pattern and residuals are normality distributed, the LOC and RLOC techniques will give nearly identical results. However, when deviation from normality and/or presence
of outliers is observed, the regression line fitted by the RLOC technique will be more efficient (lower variability and bias) as compared to LOC.
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### Table 1. BIAS and RMSE for the extended records (Monte-Carlo experiment).

<table>
<thead>
<tr>
<th>$n_1$</th>
<th>$n_2$</th>
<th>$\rho$</th>
<th>BIAS</th>
<th>RMSE</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>OLS</td>
<td>LOC</td>
<td>KTRL</td>
</tr>
<tr>
<td>96</td>
<td>24</td>
<td>0.5</td>
<td>0.000</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>72</td>
<td>48</td>
<td>0.5</td>
<td>0.000</td>
<td>0.000</td>
<td>0.004</td>
</tr>
<tr>
<td>48</td>
<td>72</td>
<td>0.5</td>
<td>0.000</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>24</td>
<td>96</td>
<td>0.5</td>
<td>0.000</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>96</td>
<td>24</td>
<td>0.7</td>
<td>0.000</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>72</td>
<td>48</td>
<td>0.7</td>
<td>0.000</td>
<td>0.000</td>
<td>−0.002</td>
</tr>
<tr>
<td>48</td>
<td>72</td>
<td>0.7</td>
<td>0.000</td>
<td>0.000</td>
<td>0.004</td>
</tr>
<tr>
<td>24</td>
<td>96</td>
<td>0.7</td>
<td>0.000</td>
<td>0.000</td>
<td>0.002</td>
</tr>
<tr>
<td>96</td>
<td>24</td>
<td>0.9</td>
<td>0.000</td>
<td>0.000</td>
<td>0.006</td>
</tr>
<tr>
<td>72</td>
<td>48</td>
<td>0.9</td>
<td>0.000</td>
<td>0.000</td>
<td>−0.001</td>
</tr>
<tr>
<td>48</td>
<td>72</td>
<td>0.9</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>24</td>
<td>96</td>
<td>0.9</td>
<td>0.000</td>
<td>0.000</td>
<td>−0.001</td>
</tr>
</tbody>
</table>
Table 2. BIAS values for the estimation of the mean and the standard deviation (Monte-Carlo experiment).

<table>
<thead>
<tr>
<th>$n_1$</th>
<th>$n_2$</th>
<th>$\rho$</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>OLS</td>
<td>LOC</td>
</tr>
<tr>
<td>96</td>
<td>24</td>
<td>0.5</td>
<td>−0.002</td>
<td>−0.001</td>
</tr>
<tr>
<td>78</td>
<td>48</td>
<td>0.5</td>
<td>−0.001</td>
<td>−0.001</td>
</tr>
<tr>
<td>48</td>
<td>78</td>
<td>0.5</td>
<td>−0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>24</td>
<td>96</td>
<td>0.5</td>
<td>−0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>96</td>
<td>24</td>
<td>0.7</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>78</td>
<td>48</td>
<td>0.7</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>48</td>
<td>78</td>
<td>0.7</td>
<td>0.002</td>
<td>0.003</td>
</tr>
<tr>
<td>24</td>
<td>96</td>
<td>0.7</td>
<td>0.004</td>
<td>0.006</td>
</tr>
<tr>
<td>96</td>
<td>24</td>
<td>0.9</td>
<td>−0.001</td>
<td>−0.001</td>
</tr>
<tr>
<td>78</td>
<td>48</td>
<td>0.9</td>
<td>−0.001</td>
<td>−0.001</td>
</tr>
<tr>
<td>48</td>
<td>72</td>
<td>0.9</td>
<td>0.000</td>
<td>−0.001</td>
</tr>
<tr>
<td>24</td>
<td>96</td>
<td>0.9</td>
<td>0.001</td>
<td>0.000</td>
</tr>
</tbody>
</table>

* The hypothesis that the BIAS is equal to zero is rejected at the 5 % level.
<table>
<thead>
<tr>
<th>( n_1 )</th>
<th>( n_2 )</th>
<th>( \rho )</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>OLS</td>
<td>LOC</td>
</tr>
<tr>
<td>96</td>
<td>24</td>
<td>0.5</td>
<td>0.099</td>
<td>0.102</td>
</tr>
<tr>
<td>72</td>
<td>48</td>
<td>0.5</td>
<td>0.112</td>
<td>0.118</td>
</tr>
<tr>
<td>48</td>
<td>72</td>
<td>0.5</td>
<td>0.134</td>
<td>0.144</td>
</tr>
<tr>
<td>24</td>
<td>96</td>
<td>0.5</td>
<td>0.183</td>
<td>0.204</td>
</tr>
<tr>
<td>96</td>
<td>24</td>
<td>0.7</td>
<td>0.097</td>
<td>0.098</td>
</tr>
<tr>
<td>72</td>
<td>48</td>
<td>0.7</td>
<td>0.107</td>
<td>0.109</td>
</tr>
<tr>
<td>48</td>
<td>72</td>
<td>0.7</td>
<td>0.122</td>
<td>0.126</td>
</tr>
<tr>
<td>24</td>
<td>96</td>
<td>0.7</td>
<td>0.161</td>
<td>0.170</td>
</tr>
<tr>
<td>96</td>
<td>24</td>
<td>0.9</td>
<td>0.094</td>
<td>0.094</td>
</tr>
<tr>
<td>72</td>
<td>48</td>
<td>0.9</td>
<td>0.097</td>
<td>0.097</td>
</tr>
<tr>
<td>48</td>
<td>72</td>
<td>0.9</td>
<td>0.103</td>
<td>0.104</td>
</tr>
<tr>
<td>24</td>
<td>96</td>
<td>0.9</td>
<td>0.121</td>
<td>0.122</td>
</tr>
</tbody>
</table>
### Table 4. BIAS and RMSE values for the estimation of the CI mean and the standard deviation.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Metrics</th>
<th>OLS</th>
<th>LOC</th>
<th>KTRL</th>
<th>RLOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Records</td>
<td>BIAS</td>
<td>0.034</td>
<td>0.033</td>
<td>−0.029</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>2.083</td>
<td>2.130</td>
<td>1.925</td>
<td>2.013</td>
</tr>
<tr>
<td>Mean</td>
<td>BIAS</td>
<td>0.001</td>
<td>0.001</td>
<td>−0.010</td>
<td>−0.005</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.081</td>
<td>0.085</td>
<td>0.075</td>
<td>0.079</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>BIAS</td>
<td>−0.050</td>
<td>0.015</td>
<td>−0.04</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.086</td>
<td>0.075</td>
<td>0.072</td>
<td>0.065</td>
</tr>
</tbody>
</table>
Fig. 1. Relative efficiency of the RLOC slope estimator as compared with the LOC slope.
Fig. 2. Edko drain sampling locations and box-plots for EC and Cl records at three locations.
Fig. 3. BIAS values for the estimation of the non-exceedance percentiles (Monte-Carlo experiment).
Fig. 4. RMSE values for the estimation of the non-exceedance percentiles (Monte-Carlo experiment).
Fig. 5. Box plots of the Inter-quartile Range (IQR) ratio.
Fig. 6. BIAS of the tested extension techniques in estimating CI percentiles.
Fig. 7. RMSE of the tested extension techniques in estimating CI percentiles.