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Responses to Anonymous Referee #2

Thanks to anonymous referee #2 for this considered review. We respond to the main points in the review (numbered, and in double quotation marks) as follows:

1. Comment: "The authors need to explain clearly (in a paragraph or two) as to how they can force it with just SST as forcing data from 6 GCMs."

Response: We have expanded the description of CCAM, as suggested, in section 3.1. CCAM is a global atmospheric model, and requires no atmospheric forcing from a GCM. In our study, CCAM simulates the atmosphere from sea-surface temperatures (SSTs), sea ice and radiative forcings. The SST and sea ice inputs come from GCMs.

Radiative forcings (including greenhouse gas concentrations) come from the A2 emissions scenario. Two stages of downscaling are carried out for our study, with stage 2 nested in stage 1. Stage 1 is forced by bias-corrected GCM SST inputs and GCM sea ice, as well as radiative forcing. The second stage used the same GCM SST/sea ice forcing and radiative forcing. In addition, Stage 2 was forced by atmospheric variables from stage 1. In this way CCAM is forced only by SSTs and sea ice concentration from GCMs, because stage 2 is nested inside stage 1.

2. Comment: "The authors need to explain how they and the readers can be sure that the bias correction for historical data for SST (1961-2000/7) is valid in the future, especially when you are applying the same correction for 2070-2099 (about 100 years ahead in time). The authors need to do a validation test using part of the observed SST data (say 1961-1980) where they develop the correction coefficients/factors and then show that they work for the other part of historical SST data (say 1981-2000/7). This should be shown in the paper so that we can have some confidence in the results for the future."

Response: We have carried out split-sample cross validation on SST bias-correction, as suggested, and described these in section 3.1:

'Correcting GCM SST biases improved the simulation of seasonal precipitation patterns (Ashfaq et al., 2010) and precipitable water (Held and Soden, 2006) in GCM experiments, and improved rainfall simulations by CCAM in experiments over tropical regions (Nguyen et al., 2011). GCM SST biases can exceed ±3°C for the GCMs used in this study (Randall et al., 2007), with the largest biases occurring at high latitudes and near the west coasts of South America and Africa. We found the bias-correction removed SST biases very effectively in split-sample cross-validation tests (not shown). In almost all regions cross-validated biases were less than ±0.5°C for all GCMs. No cross-validated SST biases were greater than ±1°C. This suggests that the SST bias-correction is likely to be reliable for the period 2010-2100.'
3. Comment: "I have major issues with bias correcting the outputs from RCM downscaling (rainfall and APET). It is not standard way to bias correct the outputs (there are a number of statistical downscaling papers which all bias correct the inputs but not the outputs). The authors can go one step further and just bias correct the RCM runoff so that they do not need to use any hydrological model?"

Response: The reviewer correctly notes that not all studies bias-correct outputs from downscaled climate projections before using them in hydrological models, and that biases can be corrected before downscaling of climate variables only. However, we disagree that this means our method is not the ‘standard way’, for two reasons: 1) there are a number of studies that do correct regional climate model (RCM) outputs after downscaling and then use them to force hydrological models, and we have cited several of these (Wood et al., 2004; Kilsby et al., 2007; Akhtar et al., 2009); 2) the diversity of published downscaling and bias-correction methods means there is not really a ‘standard way’.

We do not agree that bias-correcting RCM outputs for use in hydrological models constitutes a ‘major issue’ with our study, as 1) the number of published studies that bias-correct RCM outputs for use in hydrological models (already noted) are a scientific precedent and a strong basis for our method, and 2) our method produces realistic river flows for the large majority of the 86 catchments we tested.

It is possible to simply bias-correct runoff outputs from RCMs, as the reviewer describes. We have not pursued this method because of the magnitudes of RCM runoff biases. Biases of runoff from RCMs/GCMs are typically much larger than rainfall biases (in the case of CCAM, annual runoff biases over Tasmania exceed 600% in some regions). This means that bias-corrections of runoff are likely to be less stable than bias-corrections of rainfall, and are likely to be less reliable for 2010-2100.

4. Comment: "The authors have stated that they are under predicting rainfall/runoff using the bias corrected rain and APET. This is to be expected as the high runoff events in a catchment are associated with majority of the grid cells within the catchment getting high rainfall on the same day or two which cannot be captured properly when you do cell by cell bias quantile-quantile mapping (it is done on ranked values and so timing is not considered)."

Response: The reviewer is correct in pointing to the timing of events as the cause of underestimation in a majority of catchments, and this was acknowledged in our manuscript. This is possible for any bias-correction method that does not correct multi-day rain or flow events as a single event (e.g. Ines and Hansen (2006), Piani et al.(2010)). As a consequence larger streamflows tend to be underestimated. For example, we find streamflow bias of -11.5% for the median catchment simulated with the SIMHYD model. However, spatial relationships between cells do not appear to contribute to the underestimation of high runoff. As briefly mentioned in the manuscript, we tested the tendency of catchments to under/overestimate runoff (some of these tests are described by Bennett et al. (2011)). We did not include these results in the paper to keep the paper as brief as possible. The tests showed that the underestimation of runoff is probably not caused by spatial factors, but rather by the underestimation of multi-day rainfall events by the bias-corrected CCAM outputs at individual grid cells.

5. Comment: "The authors need to do a validation test using part of the observed rainfall and APET data (say 1961-1980) where they develop the correction coefficients/factors and then show that they work fine for the other part of historical rainfall and APET data (say 1981-2000/7)... The authors say in the discussion very briefly that when they tested different periods for calibration and validation, they got very different results."

We have included an additional analyses cross-validating the quantile mapping using rainfall as an example (method described in section 3.2.1; results described in section 4.1):
When bias-corrections are applied to future projections, they are often implicitly assumed to be consistent through time (Ines and Hansen, 2006; Wood et al., 2004). However, there is some evidence that bias-corrections can vary with the choice of training period (Piani et al., 2010b; Li et al., 2010). We test this assumption using split-sample cross-validation for quantile mapping of rainfall. We carry out two sets of cross-validation:

1) We train the quantile mapping for the period 1962-1984 and validate against the period 1985-2007.

2) To minimise the effects of longer-term (decadal or greater) oscillations or trends in either the observed or simulated rainfalls, we train the quantile mapping on odd years for 1962-2007 (1963, 1965, ..., 2005, 2007) and validate against even years for 1962-2007 (1962, 1964, ..., 2004, 2006).

4.1 Cross-validation of quantile mapping

Fig 1 shows cross-validation biases for mean annual rainfall for the GFDL-CM2.0 simulation. Rainfall biases of the GDFL-CM2.0 simulation shown in Fig 1 are very similar for the other RCM simulations (not shown). When the quantile mapping is trained on odd years (1963, ..., 2007), cross-validation biases are less than ±10% almost everywhere (Fig 1a). Cross-validation biases are much smaller than biases of uncorrected RCM rainfalls (Fig 1c). Biases of uncorrected RCM rainfalls are larger than ±30% for much of Tasmania, and exceed 150% in some cells. The relatively small cross-validation biases suggest that the quantile mapping is effective outside the training period. Accordingly, the quantile mapping is likely to be reliable for the period 2010-2100. A longer training period (e.g. 30+ years) may have produced even small cross-validation biases. We had 47 years of synchronous simulations and observations, which allowed 23 years to train the quantile mapping for the cross-validation tests (assuming an equally long validation period). 23 years may be an insufficiently long period to sample the natural variance in rainfall.

When the quantile mapping is trained on 1962-1984 (Fig 1b), cross-validation biases are larger (±10% to ±25%), and occur over larger areas than when the quantile mapping is trained on odd years (1963, ..., 2007) (Fig 1a). This discrepancy in performance is caused by changes in Tasmanian rainfall between 1962-1984 and 1985-2007. The period 1962-1984 experienced higher rainfalls over much of Tasmania than 1985-2007, particularly in eastern Tasmania. RCM simulations are not synchronised with observations, and the change in observed rainfall from 1962-1984 to 1985-2007 is not present in the RCM simulations. When the quantile mapping is trained to match the higher rainfalls in of 1962-1984, it consequently overestimates rainfall during the drier period 1985-2007. (The exception to this pattern is over the south-western mountains, which experienced very wet years in 1994 and 1996; here the bias-correction underestimate rainfalls in the validation period.) These long-term changes in Tasmanian rainfall do not have the same effect on the quantile mapping when it is trained on odd years over a period that includes both wet and dry periods, resulting in lower cross-validation biases (Fig 1a). This illustrates the importance of sampling long periods to generate temporally stable cumulative frequency distributions for quantile mapping.

Please note that the caption of the figure is too long to fit in the dialogue box on the author comments upload webpage. The full figure caption is:

Figure 1 Effects of changing the training period on quantile mapping performance. Plots show biases in mean annual rainfall for the 10 km² GFDL-CM2.0 simulation. (a) Biases of bias-corrected RCM rainfall where quantile mapping is trained with the period 1962-1984; biases shown are calculated for 1985-2007. (b) Biases of bias-corrected RCM rainfall where quantile mapping is trained with odd years occurring in the period 1962-2007 (1963, 1965, ..., 2005, 2007); biases shown are calculated for even years occurring during the period 1962-2007 (1962, 1964, ..., 2004, 2006). (c) Biases of uncorrected RCM rainfalls for 1961-1990. Rainfall biases for the other five RCM simulations are very similar to the GFDL-CM2.0 simulation illustrated in this figure.
6. Comment: “The authors seem to put one reason for any issues with the runoff projection – problem/deficiencies in the hydrological models. This is not true, for example, the deficiencies in low streamflow that you are getting is not because of the problems with the hydrological models BUT because of the objective function that you have used to calibrate the hydrological models.”

The reviewer correctly points out that a different calibration method or objective function could have been used to improve hydrological performance at low flows, and this was not discussed in our manuscript. We have restated the last paragraph of section 4.2.2 to emphasise that our findings are specific to the models as calibrated for our study, and that a different calibration method or different hydrological models may give a contrary result. We have also acknowledged that high flows could have been better represented in certain catchments with different calibration methods or hydrological models in the last paragraph of section 4.2.3. We have acknowledged that some the bias-corrected RCM inputs contribute to poor low-flow replication. The general comment about low-flow replication being a common problem in hydrological models has been removed.

Changes not requested by referee:

To keep the paper as brief as possible we have abbreviated the abstract and some elements of the introduction and discussion in an attempt to compensate for additional text included to address both anonymous reviewers’ comments. These abbreviations do not substantively alter the content or arguments in the paper.
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