Effect of the Revisit Interval on the Accuracy of Remote Sensing-based Estimates of Evapotranspiration at Field Scales (hess-2016-273)

Note: The responses follow the reviewers’ comments and I highlighted using red text. Excepted text from the revised manuscript is shown in blue with the changes underlined when appropriate.

REVIEWER 1:
Subject of this study is the error introduced by 'temporal upscaling' of daytime evaporation as a function of the length of the interpolation interval. Temporal upscaling is used to estimate evaporation on days at which no direct evaporation data is available as \( E = f \times X \). \( X \), the reference quantity, is known on a daily basis, the scaling factor \( f \) is assumed to vary only gradually over time and is determined through interpolation. The analysis is based on solely in situ measurements of meteorological data, turbulent fluxes and the ground heat flux, from 20 Ameriflux sites. Interpolation intervals of 1 to 32 days and five different reference quantities and associated scaling factors are considered, using three interpolation techniques and four metrics to evaluate the self-persistence of the scaling factor and error in the scaling factor and evaporation estimate. The results are analyzed per land cover class (mean of 4-6 sites per class). The authors found that the autocorrelation of the scaling factor is limited for lag times larger than a few days; that the error in both \( f \) and \( E \) quickly increases with increasing interpolation interval during the first week, more slowly afterwards; and that both the lag time for a certain autocorrelation threshold and the interpolation interval for a certain relative error in the evaporation estimate is smallest for forests, followed by cropland, grassland and open canopy. The authors relate the differences between land cover types to the mean latent heat flux per land cover type (which is largest for forest, smallest for open canopy) and define an exponential function relating mean evaporation per land cover type with a maximum interpolation interval to achieve a relative error of \( x\% \). Using the exponential relation they define a maximum return interval of 5 days to achieve a relative error in the evaporation estimate of maximally 20%.

The question the authors address in this paper is relevant for various applications of daily evaporation time series in e.g. water resources management and hydrology. The use of the relatively large set of Ameriflux sites covering different land cover types, climates, soil types, and covering many measurement years, makes the results – in potential – also more generally applicable than other literature on the subject. The authors however focus mainly on the practical implications of the results (selection of best interpolation technique and maximum return interval for a given accuracy of the evaporation estimate), than on understanding the why of the results (e.g. what actually explains the differences they find between and within land cover types and scaling approaches). This I think is a missed chance, given the data they have and the analysis they have already performed. The approach of Farah et al. (2004) for example, showing the seasonal variability of the evaporative fraction and trying to explain it, I find very useful in this respect as an additional analysis. Moreover although 20 Ameriflux sites ‘distributed throughout the contiguous United States’ have been used, the only information on the differences between the sites that is provided by the authors is the land cover class. The reader therefore cannot fully judge the representativeness of the results of this study, whereas given the practical focus of the analysis that should be a major benefit of this study. Of the comments below, at least comments 1,2,(3),7 and 8 I think should be addressed before publication of the manuscript.

Specific comments
1. The title of the article, mentioning the accuracy of remote sensing-based estimates of evapotranspiration, is a bit misleading. Of course the results of this study provide an indication of the effect of the revisit time on the accuracy of RS based estimates, but this study does a) not actually use remote sensing based estimates, and b) the point scale results are not one-to-one transferable to remote sensing based results. I suggest to change the title, leaving out remote sensing.

Given the significance of temporal upscaling for remote sensing-based applications, which was indeed the impetus for this study, we feel it is important to acknowledge the importance of this study to remote sensing community. However, in light of the reviewer’s comments, we agree the paper’s title may be confusing to some readers and have modified it to clearly indicate that surface observations were used. Based on the Editor’s suggestion, the revised title reads:

Effect of the Revisit Interval and Temporal Upscaling Methods on the Accuracy of Remotely-Sensed Evapotranspiration Estimates
2. In the Introduction, it is stated that perfect retrieval of the flux is assumed. If indeed the results found in this study are to be transferred to remotely sensed-based evaporation estimates, could the authors elaborate a bit on how realistic this assumption is, either in the introduction or in the discussion of the results? In other words, to what extent can the results based on the in situ, point scale measurements be applied for remotely sensed, usually more spatially aggregated, estimates?

Since any error in the modeled ET from remote sensing-based models would propagate into the estimates of the scaled quantities, \( f \), used for the interpolation and then into the interpolated fluxes, the analysis conducted here represents a best-case scenario. This is now stated explicitly in the introduction. Additionally, the effects of any errors in the modeled fluxes on the maximum return interval and the conclusions drawn from the study are discussed.

Page 5, Line 11:
Since any errors in the remote sensing-based ET estimates propagate into the calculation of \( f \) and the subsequent temporal upscaling, this analysis represents the best-case scenario.

Methods

3. I understand daytime mean evaporation instead of daily mean evaporation is used because of the better representativeness of the instantaneous scaling factor during satellite overpass. For many applications however (hydrological), daily evaporation estimates are valuable. It would be interesting if the authors could show whether the results for daily evaporation are very different. (Although also EC measurements are not that perfect in measuring nighttime fluxes (Fisher et al. 2007).)

We agree that daily ET can be very useful for many applications. This decision to focus on daytime mean data is the result of a number of considerations. This research was driven by a need to characterize the effects of temporal upscaling on remote sensing-based applications. Since the internal physics of most, if not all, remote sensing-based models for estimating ET – for example, the two source energy balance models (TSEB) – to describe the moisture flux accurately at night, daytime mean data was used to emulate the model output as closely as possible. Similarly, the assumption of self-preservation that underpins temporal upscaling is not valid at night. Finally, the contribution to the total moisture flux is typically small overnight; it averages between 3% and 8% for most land cover types (Rawson and Clark 1988; Green et al. 1989; Sugita and Brutsaert 1991; Malek, 1992; Tolk et al. 2006).

4. I like that different ‘reference quantities’ are analyzed, but are these selected because these are the ones that are used most often (so for application purposes mainly), or could the authors also elaborate a bit more on the expected differences in self-preservation of the associated scaling factors?

The reference quantities evaluated in this study were selected because they either have been proposed for use or are commonly used by the remote sensing community for the temporal upscaling of ET derived from remotely sensed imagery. This is now stated explicitly in the manuscript.

Page 6, Line 7:
Each of the \( \chi \) used in this study was selected because it is either in common usage for remote sensing-based applications or has been proposed for use in those applications.
5 (R1). I see value in using different evaluation metrics as long as the added value is clear. I wonder whether the authors could better explain the added value of D next to the RMSE and especially MAE, either in the methods section or in the results section. As it is presented now, D is just another metric, confirming the results of MAE.

5 (Ed). If D provides similar information as RMSE and MAE, but D is only scaled between 0 and 1. Then I suggest to chose one metric you prefer instead of showing 3 similar metrics.

The analyses using the index of agreement (D) have been removed from the paper. The manuscript now focuses on RMSE and MAE when describing error. The computational underpinnings and sensitivities of these two metrics are sufficiently distinct to provide unique insights into magnitude and variability of the error introduced into the ET estimates via temporal upscaling.

Page 8, Line 1 to 21:
Page 11, Line 7 to 13:
The discussion of D has been remove from sections 2.4 Statistical Metrics and 3.3 Accuracy of the Latent Heat Flux Estimates. Similarly, the figure showing how D varies with return interval has been removed.

Results
6. All results are shown as the mean value per land cover class. Although it is a logical choice to group the measurement sites per land cover class, I expect there to be considerable differences between the sites within a class reflecting differences in e.g. climate and other environmental conditions (as visible in Fig.1 as well). However, the authors do not comment on the ‘within class’ variability of the autocorrelation and for the remaining results the variability is not shown at all. I suggest to at least provide some additional information on the Ameriflux sites in Table 1 (at least climate and seasonality information) and to include information on the within class variability of all results, to inform the reader on a) the robustness and b) the representativeness of the analysis.

Per the reviewer’s suggestion, additional information describing the climate at each of the sites has been added to Table 2. Additionally, a discussion of some of the potential reasons for the observed variability with a given land cover class has been added.

Page 9, Line 20:
The figure also shows there was significant variability from site-to-site within a given land cover type, particularly for longer lags. Although the specific causes of these differences are not fully understood, there are number of factors that likely contribute. For example, there are differences in both species composition and climate at the various sites. Consider, as an example, the forest class which includes both coniferous and broadleaf deciduous forest. Moreover, the species composition varies even among sites of the same forest type; for example dominant species at the Niwot ridge site are Subalpine fir (Abies lasiocarpa) and Engelmann spruce (Picea engelmannii) while, as the name implies, the dominant species at the Lobloppy Pine is loblolly pine (Pinus taeda). At the same time, the mean annual temperature at the forested sites ranged from 1.5 °C to 14.4 °C while the mean annual precipitation varied from 800 mm to 1372 mm. Similarly the mean annual temperature and precipitation at the cropland sites, which are all planted on a rotation of maize and soy, range between 6.4 °C and 11.0 °C and 789 mm and 991 mm, respectively.
7. In Figure 2 and Figure 9 the maximum lag time for a certain threshold of the auto-correlation and maximum return interval for a certain threshold of the relative error in evaporation estimate are plotted against the mean latent heat flux per land cover class. First, continuing on point 7, I wonder why the authors choose to plot the results for the mean latent heat flux per land cover class and not for all individual sites? Second, does there exist a similar relation between maximum lag time or return interval and latent heat flux for the data of one site? Furthermore, I would like to know whether the authors did consider other dependencies of maximum lag time (Fig.2) and maximum return interval (Fig.9) than the mean latent heat flux?

Although the same general trends are evident when the data from the individual sites are used, the relationships were rather noisy. Therefore, the means for a given land cover type was used in lieu for clarity. The aim of this paper was to explore the effects of temporal upscaling on the accuracy of ET estimates and, with that in mind, the relationships between the mean flux and both the autocorrelation or maximum return interval is shown as a guideline for selecting an appropriate return interval. They are not intended to suggest causality. Indeed, the underlying cause of the relationships is unclear.

Additionally, although it falls outside the intent of the paper, several analyses – for example, an investigation of atmospheric coupling (McNaughton and Jarvis, 1983) - were conducted in an effort to discern the fundamental cause of the relationships between the magnitude of the moisture flux and both the autocorrelation and maximum return interval. Unfortunately, these did not yield fruitful results and the data available at all of the sites is insufficient to conduct the extensive earth system modeling efforts needed to ascertain the underlying cause of the relationships.

8. Page 8-9. The authors show and describe the results concerning the RMSE and MAE of the scaling factor as a function of itself (75% of its maximum reached after xx days). Could these values be related to the absolute value of the scaling factor as well? Or in other words, how does the relative error in f develop as a function of the lag? Idem for the evaporation estimates (Page 9).

This comment is unclear. Both the text and associated figures describe the error as a function of the lag (return interval). The reference to the amount of time needed to reach 75% of the maximum is given simply to highlight how quickly the error increase for short lag times. To improve the clarity, the mean maximum RMSE and MAE is given for each land use type.

Page 10, Line 10:
For comparison, the mean maximum RMSE for each land cover type was 0.26, 0.28, and 0.17 for croplands, grasslands, forest, and open canopies, respectively. Although it also increased logarithmically, the amount of time needed for MAE to reach 75% of the peak value was more variable, ranging between 5 to 10 days. Again, for purposes of comparison, the mean maximum MAE was 0.22, 0.14, 0.16, and 0.10, respectively, for croplands, grasslands, forest, and open canopies.

9. I think that it may not be necessary to show Figures 5 and 6. The results for the scaling factor already provide enough ground to prefer linear interpolation above spline interpolation methods, so Figure 7 summarizes the relevant information on the development of the error in evaporation estimates with increasing interpolation interval. (Although it is interesting why the MAE in the evaporation estimate for forested sites is lowest for Rn as reference quantity (compared to the other reference quantities), whereas the MAE for the associated scaling factor is largest of all scaling factors?)

While we appreciate the reviewer’s suggestion, we respectfully disagree. The additional figures not only reinforce the benefit of using linear interpolation, they also show how the errors associated with the scaled quantities are propagated into the final flux estimates. By comparing the figures, the reader can clearly see that the errors in the interpolated values of the scaled quantities are mirrored in the errors in flux estimates.
10. As I understand, in the analysis as presented here, all measurement days are grouped without differentiating between e.g. seasons, phenological stages, sowing and harvest dates, cloudiness (apart from on days that are used for interpolation) and moisture availability. I’m curious whether the authors did consider doing the analysis for e.g. the growing season only, since the variability of the evaporative fraction most likely changes with the seasons (water availability, phenology (e.g. Farah et al. 2004). For applications in water resources management one might be especially interested in evaporation during the growing season and I wonder whether the maximum interval would be different.

Preliminary analyses indicate there is a seasonal pattern in the magnitude of the error with the greatest discrepancy occurring during growing season when the magnitude of the fluxes is also greatest. However, when the error is considered in relative terms, the seasonal effect vanishes. As a result, the maximum return interval would not change with the time of year.

11. It would be informative if the authors could include some figures showing the actual latent heat flux for all land cover types or preferably sites (e.g. the average annual cycle per land cover type/site), so that the reader gets some more insight into the daily and seasonal variability of the latent heat flux and evaporative fraction itself, before showing the thereof derived analysis of self-preservation of the scaling factor and interpolation errors.

Per the reviewer’s suggestion a figure showing the annual pattern of the mean daytime latent heat flux for each land cover type has been added to the manuscript.

Figure 2 The mean daytime latent heat flux is shown for each of the land cover types. The mean flux was calculated using the daytime mean flux data for all of years considered at each site. The shaded area represents one standard deviation about the mean.
Minor and technical comments
12. Although one can figure out what is meant, the authors may want to go through the introduction again and clarify / restructure the text here and there. For example page 6, lines 19-26 could be rewritten a bit more clearly. I understand it like this: Based on the daily time series time series with intervals of 2 to 32 days are generated. Per interval of length n we generate the n possible unique time series starting at the first n days of the daily series, to maximize the robustness of the statistical analysis. The generated time series were subsequently filtered for clouded days.

Although the reviewer has it exactly right, we agree that the paragraph referred to above is awkward. It has been rewritten to improve clarity. Additionally, the entire paper has been carefully proofread and additional revisions were made when needed to improve clarity or correct typographic errors.

The text the reviewer refers to now reads:

Page 7, Line 13:
For this analysis, temporal upscaling was conducted at each of the Ameriflux sites using all possible combinations of f and interpolation methods. Specifically, it was conducted with data representing return intervals of up to 32 day generated from the daytime mean data at each site. In order to maximize the robustness of the statistical analysis, all possible realizations - the unique yet equivalent time series that can be generated from the data collected at a particular site while maintaining constant return interval – were considered in the analysis. The total number of possible realizations for a given return interval is equal to the length of the return interval. The individual realizations were generated by beginning the time series on consecutive days.

13: I would include the variable and unit on the y-axis, at least in the top left panel of the figure (in stead of fx, everywhere).

Figures 1, 2, 5, and 6 indicate the variable used by the scaling function as a subscript; for example, the scaling metric associated with the available energy is denoted $f_A$ while the one associated with net radiation is denoted $f_{Rn}$. In all cases, the scaled metric is dimensionless.

14. Page 4, line 15: I think Lhomme and Elguero (1999) were one of the first to describe the influence of clouds on the self-preservation of the evaporative fraction? I suggest to include the reference and maybe skip the word recent.

Per the reviewer’s suggestion, the reference has been added. The sentence was also revised to improve clarity.

Page 4, Line 29:
Similarly, Lhomme and Elguero (1999) and later Van Niel et al. (2012) showed that the degree of self-preservation can be influenced by cloud cover.

15. For clarity, could the formulae of the five scaling factors and reference quantities be provided? Page 5, line 26: how is the available energy defined? I suppose you use $A = Rn - G$? Or are other (e.g. change of energy storage in the canopy) terms involved?

Per the reviewer’s suggestion, available energy is now explicitly defined as the net radiation less the soil heat flux in the manuscript. The calculation of the remaining reference quantities that are derived from other measurements, i.e. $\lambda E_0$ and $\lambda E_{eq}$ are formally defined in section 2.2.

Page 4, Line 18:
For example, it is quite common to estimate ET expressed in terms of the latent heat flux ($\lambda E$) using the available energy ($A$), here defined as the net radiation less the soil heat flux, as the reference quantity and evaporative fraction ($f_A$) as the scaled metric (e.g. Crago and Brutsaert, 1996; Bastiaanssen et al., 1998; Suleiman and Crago, 2004; Colaizzi et al., 2006; Hoedjes et al. 2008; van Niel et al., 2011; Delogu et al., 2012).
Preliminary analyses comparing the relatively simple model output with the observed incident solar radiation using known clear sky data showed agreement to within ±10%. To be confident that cloud cover was present, the 25% threshold was selected. This is now stated in the paper.

Clear-sky days were identified as those where the daytime mean of the measured $K_\downarrow$ was within 25% of the predicted value from a simple radiation model; this threshold was selected based on a preliminary analyses comparing the model results with observations on known clear-sky days.

A sentence has been added indicating that a minimum of 1200 days was considered the analyses at each site.

Although the number of days flagged due to cloudy conditions and omitted from subsequent analyses varied depending on the site and the return interval being modelled, at least 1200 days were considered for each of the analyses at each site.

The section has been revised to better explain why the transforms are needed and how they were conducted. In part, it now reads:

The aggregation was accomplished by calculating the arithmetic means after conducting any necessary transform. For example, both the auto-correlation and RMSE are non-additive quantities that cannot be averaged directly; instead, they must first be transformed into an additive quantity. In the case of the former, the auto-correlation was aggregated by averaging the results for the individual analysis periods at each of the sites after applying a Fisher z-transformation (Burt and Barber, 1996). Similarly, the RMSE data was averaged after first transforming it to the mean square error.

This infrequent acquisition of imagery is due to both lengthy return intervals and the presence of cloud cover (Ryu et al., 2012; van Niel et al., 2012; Cammalleri et al., 2013).

To provide temporally continuous ET estimates, the moisture flux during the period between data acquisitions is often estimated using an interpolation technique commonly referred to as temporal upscaling.

This sentence has been deleted in response to a suggestion from Reviewer 2.
For example, Tasumi et al., proposed using the reference ET for alfalfa (ET$_r$) as $\chi$; later, Allen et al. (2007) proposed using the standardized reference evapotranspiration (ET$_0$) as $\chi$.

As a result, $f$ derived from ET$_r$ or ET$_0$ can be treated in much the same fashion as a crop coefficient and assumed to be nearly constant changing only slowly with time (Colaizzi et al., 2006; Chavez et al., 2009).

These are i. croplands (maize (Zea mays)/soy (Glycine max) rotation); ii. grasslands; iii. forests (evergreen needleleaf and broadleaf deciduous); and, iv. open-canopy (shrubland and woody savanna).

After forcing closure of the energy balance while maintaining a constant Bowen ratio (Twine et al. 2000) in order to more closely match the characteristics of the output from the models, the 30-minute measurements were used to calculate the various $\chi$ and $f$.

Once calculated for the individual the sites, the statistics were aggregated to represent the typical results for a given land cover type.

Nonetheless, there were statistically significant, albeit modest, differences between the auto-correlation functions associated with $f$ derived from evaporative fraction analogues and those derived from meteorological data.

Regardless of land cover, $\rho$ associated with $f_{K\downarrow}, f_{Bos}$, and $f_{A}$, tended to be greater than $\rho$ associated with either $f_{LE0}$ or $f_{LEq}$.
Both RMSE and MAE of the interpolated estimates of each $f$ were calculated for all land cover types and return intervals up to 32 days.

References
**Reviewer 2:**
- The manuscript addresses a key challenge in the estimation of evapotranspiration from satellite data, during the interval of satellite overpasses, i.e., the temporal interpolation question. This is an important topic and has many practical implication, including water management.

The authors would like to thank the reviewer for the kind words and suggestions.

- The main shortcoming of this paper it limits the analysis to the statistical approach only without clear discussion of the physical interpretation of (climate and surface) processes involved. E.g., how will ET varies between two satellite overpasses, and why?

Although a comprehensive review of the physical processes and factors controlling ET is be the scope of this paper, the introduction has been expanded to outline the key physical processes and factors controlling evapotranspiration as a foundation for understanding how ET varies over time and why temporal upscaling is needed.

Page 3, Line 2:

As one component of a complex network of interconnected processes, evapotranspiration (ET) is influenced by numerous factors such as available energy, soil moisture, vegetation density, and humidity (Farquhar and Sharkey 1982; van de Griend and Owe 1994; Alves and Pereira 2003; Alfieri et al. 2007). For example, the amount energy available to drive ET depends on atmospheric properties, such as humidity and aerosol content, which influence atmospheric transmissivity (Brutseart 1975; Bird and Riordan 1986). The available energy is also controlled by surface properties, such as the type and density of vegetation cover and soil moisture, which influence not only the surface albedo and emissivity (Wittich 1997; Asner et al. 1998; Myneni et al. 1989; Song et al. 1999; Lobell and Asner 2002), but also impact the amount of energy conducted into the ground (Friedl and Davis 1994; Kustas et al. 2000; Abu-Hamadeh 2003; Santanel and Friedl 2003). Moreover, the magnitude of the moisture flux can vary over a range of timescales in response to changes in the environmental conditions influencing ET. One example of this, which has been pointed out by Williams et al. (1998), Scott et al. (2014), and others, is the rapid and often persistent change in ET in response to a rain event.

Such discussions may allow for more physically based upscaling methods than statistical. E.g., it is well possible to compute daily ET0 using climate data measured at ground stations, which then can be used to upscale ETa (actual) evapotranspiration derived from satellite data, e.g., see Allen et al. (2001), Mohamede al. (2004).

The authors agree Reference ET (ET0) may be a useful quantity for temporal upscaling and a close parallel to the approach the reviewer suggests here is discussed in the manuscript; Reference ET is one of the quantities evaluated in the study. In contrast to Allen et al. (2001) and Mohamede al. (2004), however, ET0 was not scaled by a crop coefficient. This was done in recognition that a crop coefficient, which have been derived for only a limited number of plant species, may not be available even when the vegetation composition of the remotely-sensed scene is known.

- P4, l20, a bit lengthy paragraph to confirm a known fact that it is erroneous to assume clear sky condition, if it is not!

Per the reviewer’s suggestion, the paragraph, which repeats information provided previously, has been deleted for the sake of conciseness.
- P5, l13, would be good to give map of sites to easily see different climate zones

A figure showing the location of the Ameriflux sites used in this study has been added.

![Figure 1 Map showing the location of the Ameriflux sites used in this study.](image)

- P5, l15, give year from .... to ..... The study period for each of the sites is now included as a part of Table 2.

- (R2a) P6, l3, Eq. 2, would have been easier to follow if the Penman-Montrieth equation is written complete as given in the reference (Eq. 6, p24 of Allen et al., 1998), and then give the new derivation.

(Ea) I agree with the reviewer to change equation 2 to the way the Penman-Monteith equation is denoted in Allen et 1998 and add the density of water to the left hand site of the equation so $\lambda = \lambda_v$.

- (R2b) P6, l3, Eq. 2, what is the difference between $\lambda_v$ and $\lambda$.

(Eb) There is no difference between $\lambda$ and $\lambda_v$. Both are the latent heat of vaporization. I think the confusion is caused by the fact that the authors call the 'latent heat flux' $\lambda E$ instead of $\rho \lambda E$, with $\rho$ the density of water.

The discussion of the reference latent heat flux ($\lambda E_0$) has been modified to improve its clarity while maintaining $\lambda E$ as symbolic abbreviation for the latent heat flux. While the authors recognize in the context of an equation that $\lambda E$ might be misinterpreted by some as the product of two terms, i.e. $\lambda$ and $E$, the use of $\lambda E$ to represent the latent heat flux is well-established and commonplace in the literature. The authors are concerned that the usage of a nonstandard symbol would not only create an inconsistency with the symbols use for other related quantities, e.g. the equilibrium latent heat flux ($\lambda E_{eq}$), it would also be a potential source of confusion to readers.

Although it nearly identical the equation given in the FAO56 documentation, the reference ET ($ET_o$) calculated for this study was determined following the updated version of the relationship given Walter et al. (2005). This is now clarified in the paper and that relationship is shown. The conversion from $ET_o$ to $\lambda E_0$ is then described. In this manner, the potentially confusing situation where both $\lambda$ and $\lambda_v$ appear in a single equation can be avoided.

Other errors identified in the description were also correct.
The first of the \( \chi \) derived from meteorological data, \( \lambda E_0 \), is derived from \( ET_0 \) which is described by Allen et al. (1998) as the hypothetical ET (or \( \lambda E \)) from a well-watered grass surface with an assumed height of 0.12 m and albedo of 0.23. It is calculated using a simplified form of the Penman-Monteith equation. For this study, the updated relationship given by Walter et al. (2005) was used:

\[
ET_0 = \frac{0.408 (R_n - G) + \gamma C_n}{\Delta (e_s - e_a)} \left( \frac{C_n}{T + 273} \right) (U(e_s - e_a)) + \gamma (1 + UC_d) \]

where \( \Delta \) is the slope of the saturation vapor pressure-temperature curve (kPa K\(^{-1}\)), \( R_n \) is the net radiation (W m\(^{-2}\)), \( G \) is the soil heat flux (W m\(^{-2}\)), \( \gamma \) is the psychrometric constant (kPa K\(^{-1}\)), \( C_n \) is a constant (37 °C s\(^2\) m\(^{-2}\)), \( T \) is the air temperature (°C), \( U \) is the wind speed (m s\(^{-1}\)), \( e_s \) is the saturation water vapor pressure (kPa), \( e_a \) is the actual water vapor pressure (kPa), and \( C_o \) is a constant (0.24 s m\(^{-1}\)). This relationship is nearly identical to the one given in Allen et al. (1998); the two formulae differ only with regard to the assumed surface resistance. While the surface resistance is assumed to be 70 s m\(^{-1}\) by Allen et al. (1998), it is assumed to be 50 s m\(^{-1}\) in the later work. While modest, this modification yields improved results when the daytime moisture flux is calculated on an hourly basis (Walter et al. 2005). The result is converted to \( \lambda E_0 \) by multiplying by the product of the density of water and the latent heat of vaporization. Similarly, \( \lambda E_{eq} \), which can be thought of as the energy-driven moisture flux that is independent of surface resistance, can be expressed according to:

\[
\lambda E_{eq} = A \frac{\Delta}{\Delta + \gamma} \]

with the variables defined as above (McNaughton, 1976; Raupach, 2001).

As the name implies, the piecewise linear interpolation estimates \( f \) using a family of \( n - 1 \) linear relationships defined such that the linearly-interpolated \( \hat{f} \) at time \( t \) is determined according to:

\[
\hat{f}_L(t) = f_i + (t_{i+1} - t_i) m_i h \quad t_i \leq t \leq t_{i+1} \quad (4)
\]

where \( n \) is the number of observed data points, \( f_i \) is the known \( f \) at time \( t_i \), \( m_i \) is the slope of straight line relationship for the period between \( t_i \) and \( t_{i+1} \), defined as \( m_i = (f_{i+1} - f_i)/(t_{i+1} - t_i) \), and \( h \) is the time normalized between 0 and 1 and is defined as \( h = (t - t_i)/(t_{i+1} - t_i) \). The piecewise cubic spline interpolation function is family of \( n - 1 \) cubic polynomials defined such that the interpolated \( f(f_S) \) at time \( t \) is determined according to:

\[
\hat{f}_S(t) = f_i + a_i[(t_{i+1} - t_i)h]^3 + b_i[(t_{i+1} - t_i)h]^2 + c_i[(t_{i+1} - t_i)h] \quad t_i \leq t \leq t_{i+1} \quad (5)
\]

where the coefficients \( a_i \), \( b_i \), and \( c_i \) are determined by simultaneously solving the series of \( n - 1 \) equations with the constraints that the interpolation function, as well as its first and second derivatives, must be continuous and pass exactly through the known values of \( f \). Similarly, the final interpolation technique, piecewise hermite cubic spline, defines the

\[
\hat{f}_H(t) = (2h^3 - 3h^2 + 1)f_i + (-2h^3 + 3h^2)f_{i+1} + \cdots \quad t_i \leq t \leq t_{i+1} \quad (6)
\]

where \( s_i \) is the slope of the curve at time \( t_i \) (De Boor, 1994). For this study, it is calculated according to:

\[
s_i = \frac{1}{2} \left( \frac{f_{i+1} - f_i}{t_{i+1} - t_i} + \frac{f_i - f_{i-1}}{t_i - t_{i-1}} \right) \quad (7)
\]

and the variables are defined as above (Moler, 2004).
- P 7, l10, would also be good to give the % of the RMSE.

It is unclear what is meant here. The text referred to by the reviewer describes the calculation of RMSE.

-P10, l25, it would have been interesting to test the statistical results derived from the analysis against actual upscaling of satellite-based ET results. There is some spelling and grammar errors.

While we agree with the reviewer in principle that such an analysis has the potential to provide many useful insights, there is no remote-sensing-based data set with a sufficiently high temporal resolution available. Thus, as is discussed in the manuscript, as well as other such as Ryu et al. (2012) and Cammalleri et al. (2014), in-situ observations are a necessary proxy for studies investigating the temporal upscaling of remote sensing-based flux estimates.
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Abstract. Accurate spatially distributed estimates of actual evapotranspiration (ET) derived from remotely sensed data are critical to a broad range of practical and operational applications. However, due to lengthy return intervals and cloud cover, data acquisition is not continuous over time, particularly for satellite sensors operating at medium (~100 m) or finer resolutions. To fill the data gaps between clear-sky data acquisitions, interpolation methods that take advantage of the relationship between ET and other environmental properties that can be continuously monitored are often used. This study sought to evaluate the accuracy of this approach, which is commonly referred to as temporal upscaling, as a function of satellite revisit interval. Using data collected at 20 Ameriflux sites distributed throughout the contiguous United States and representing 4 distinct land cover types (cropland, grassland, forest, and open canopy) as a proxy for perfect retrievals on satellite overpass dates, this study assesses daily ET estimates derived using 5 different reference quantities (incident solar radiation, net radiation, available energy, reference ET, and equilibrium latent heat flux) and 3 different interpolation methods (linear, cubic spline, and hermite spline). Not only did the analyses find that the temporal autocorrelation, i.e. persistence, of all of the reference quantities was short, it also found that those land cover types with the greatest ET exhibited the least persistence. This carries over to the error associated with both the various scaled quantities and flux estimates. In terms of both the root mean square error (RMSE) and mean absolute error (MAE), the errors increased rapidly with increasing return interval following a logarithmic relationship. Again, those land cover types with the greatest ET showed the largest errors. Moreover, using a threshold of 20% relative error, this study indicates that a return interval of no more than 5 days is necessary for accurate daily ET estimates. It also found that the spline interpolation methods performed erratically for long return intervals and should be avoided.
1 Introduction

As one component of a complex network of interconnected processes, evapotranspiration (ET) is influenced by numerous factors such as available energy, soil moisture, vegetation density, and humidity (Farquhar and Sharkey 1982; van de Griend and Owe 1994; Alves and Pereira 2003; Alfieri et al. 2007). For example, the amount energy available to drive ET depends on atmospheric properties, such as humidity and aerosol content, which influence atmospheric transmissivity (Brutseart 1975; Bird and Riordan 1986). The available energy is also controlled by surface properties, such as the type and density of vegetation cover and soil moisture, which influence not only the surface albedo and emissivity (Wittich 1997; Asner et al., 1998; Myneni et al. 1998; Song et al. 1999; Lobell and Asner 2002), but also impact the amount of energy conducted into the ground (Friedl and Davis 1994; Kustas et al. 2000; Abu-Hamadeh 2003; Santanell and Friedl 2003). Moreover, the magnitude of the moisture flux can vary over a range of timescales in response to changes in the environmental conditions influencing ET. One example of this, which has been pointed out by Williams et al. (1998), Scott et al. (2014), and others, is the rapid and often persistent change in ET in response to a rain event.

Because it is a fundamental linkage between numerous biogeochemical and biogeochemical processes, accurate information regarding evapotranspiration (ET) is critical for a broad range of scientific and practical applications with significant social, economic, and environmental impacts. For example, reliable information about ET is essential for accurately forecasting weather and assessing the impacts of changing climate (Katul et al., 2012; Wang and Dickinson, 2012); monitoring and mitigating the adverse effects of extreme weather events such as drought (Anderson et al., 2007, 2011, 2016; Otkin et al. 2016); and, identifying and predicting the changes in both the biogeographical characteristics of ecosystems and the services they provide in response to changing environmental conditions (Hawkins and Porter, 2003; Kreft and Jetz, 2007; Midgley et al. 2002). However, as pointed out by Seguin and Itier (1983), Abdelghabi et al. (2008), and Anderson et al. (2012), among others, perhaps the most important application of ET data is providing information critical to satisfying the competing demands for scarce water resources.

Already, the competing demands for fresh water by agricultural, industrial, and urban consumers exceed the available supply for nearly one-third of the world’s population (Qadir et al. 2003) and it is predicted that number will increase to more than two-thirds of the global population in the coming decades (Wallace, 2008; Vörösmarty et al., 2010). To meet the current and future demand for water, resource managers and other policymakers must make informed decisions regarding the needs of competing stakeholders when allocating limited water resources in order to maximize their effective use. In the case of irrigated agriculture, which is the largest consumer of fresh water and accounts for 1200 km³ or approximately 85% of annual current water use (Drooger et al., 2010; Thenkabail et al., 2010), the need for water is largely driven by evaporative loss. Thus, ET measurements are needed not only to monitor evaporative water loss and determine crop irrigation needs, it is also needed to develop the irrigation techniques and management practices necessary to ensure the efficient use of water in agricultural environments (Howell, 2001; Schultz and Wrachien, 2002; Gordon et al., 2010; de Fraiture and Wichelns, 2010).
While in situ observations are invaluable for some of these applications, many of them require spatially distributed measures of ET at field to continental scales that cannot be supplied by the existing flux measurement infrastructure. Remote sensing-based approaches are the only viable mean for monitoring ET over this continuum of scales (McCabe et al., 2008; Kalma et al., 2008; Gonzalez-Dugo et al., 2009). As discussed by Anderson et al. (2012), any comprehensive program for monitoring water resources will by necessity use remote sensing data collected by multiple platforms at a range of spatial and temporal scales.

Nonetheless, remote sensing is not without limitations. Chief among these is the infrequent acquisition of the medium to high-resolution imagery needed as input for remote sensing-based models, to determine ET. This infrequent acquisition of imagery is due to both lengthy return intervals and the presence of cloud cover (Ryu et al., 2012; van Niel et al., 2012; Cammalleri et al., 2013). To provide temporally continuous ET estimates, the moisture flux during the period between data acquisitions is often estimated using an interpolation technique commonly referred to as temporal upscaling. This well-established approach, which can be applied at either sub-daily or daily time steps, estimates the moisture flux as the product of some reference quantity ($\chi$) and its associate scaled metric ($f$) according to:

$$\hat{ET}_t = \chi_t f_t$$

(1)

where $\hat{ET}$ is the estimated ET and $t$ indicates the time period of the estimate. While it is typically related to the moisture flux, $\chi$ is a quantity that can be measured or estimated more readily than the moisture flux itself. The scaled metric is the ratio between $\chi$ and the moisture flux. For example, it is quite common to estimate ET expressed in terms of the latent heat flux ($\lambda E$) using the available energy ($A$), here defined as the net radiation less the soil heat flux, as the reference quantity and evaporative fraction ($f$) as the scaled metric (e.g. Crago and Brutsaert, 1996; Bastiaanssen et al., 1998; Suleiman and Crago, 2004; Colaizzi et al., 2006; Hoedjes et al. 2008; van Niel et al., 2011; Delogu et al., 2012).

For the periods between data retrievals, $f$ is estimated via interpolation. As a result, this approach is predicated on the assumption that $f$ is self-preserving, i.e. it is constant or nearly constant, and thus varies only slowly over time (Brutsaert and Sugiita, 1992; Nichols and Cuenca, 1993; Crago, 1996). In order to conform to this assumption, the components of the radiation or energy budget are often selected as $\chi$ such that $f$ is an analogue of evaporative fraction. Examples of these quantities include the incident solar radiation ($K_\downarrow$; Jackson et al. 1983; Zhang and Lemeur, 1995), or extraterrestrial solar radiation ($K_{\downarrow\text{TOA}}$; Ryu et al. 2012). However, a number of recent studies indicate the assumption of self-preservation is only approximate for these quantities. For example, both Gentine et al. (2007) and Hoedjes et al. (2008) showed that the self-preservation of evaporative faction is sensitive to soil moisture conditions and fractional vegetation cover. Similarly, Lhomme and Elguero (1999) and later, Van Niel et al. (2012) showed that the degree of self-preservation can be influenced by cloud cover. As such, the assumption of clear-sky conditions is a significant potential source of error in the ET estimates that must be considered when utilizing or evaluating temporally upscaled moisture flux data (van Niel et al., 2012; Peng et al., 2013; Cammalleri et al., 2014). Other studies have focused on using a quantity derived from the local meteorological conditions as $\chi$ because it would consider many of the meteorological factors that influence the moisture flux. For example, Tasumi et al. (2005) proposed using the reference ET for alfalfa ($ET_r$) as $\chi$; later, Allen et al. (2007) proposed using the
standardized reference evapotranspiration (ET₀) as χ. In both cases, the resulting f is equivalent to a crop coefficient and would share its characteristics. As a result, f derived from ET, or ET₀, can be treated in much the same fashion as a crop coefficient and assumed to be nearly constant changing only slowly with time (Colaizzi et al., 2006; Chavez et al., 2009).

By assessing the error introduced into ET estimates by temporal upscaling under realistic conditions, this study sought to achieve two goals: i. to provide insights into the relative strengths of the differing temporal upscaling approaches, and ii. to determine the maximum return interval threshold for obtaining acceptable estimates of daily ET. Specifically, this study uses in situ measurements collected over a variety of land cover types as a proxy for remotely-sensed data to evaluate the impact of multiple reference quantities, interpolation techniques, and revisit intervals on the estimated daily moisture flux. The study focuses on daytime mean data to evaluate temporal upscaling at a daily time step. It also assumes perfect retrieval of the flux; in other terms, no error was introduced into ET data to approximate the error or uncertainty in the estimates of ET from the remote sensing-based models. Since any errors in the remote sensing-based ET estimates propagate into the calculation of f and the subsequent temporal upscaling, this analysis represents the best-case scenario. The following section provides an overview of the field measurements along with the reference quantities, interpolation techniques, and evaluation methods used in this study. Section 3 provides a discussion of the results of this study while the final section encapsulates the conclusions that can be drawn from those results.

2. Methods

2.1. Datasets

Data, including local meteorological conditions, surface fluxes, and surface conditions (Table 1), collected at numerous sites within the Ameriflux network (Baldocchi et al., 2001) were used for this study. Specifically, the data were collected at 20 Ameriflux sites (Fig. 1 and 2; Table 2) distributed across the contiguous United States and representing four distinct land cover types. These are i. croplands (maize (Zea mays)/soy (Glycine max) rotation); ii. grasslands; iii. forests (evergreen needleleaf and broadleaf deciduous); and, iv. open-canopy (shrubland and woody savanna). Measurements were collected for a minimum of five years at each of the sites selected. Further information regarding the field sites, measurement procedures, and post-processing protocols for Ameriflux is presented in Baldocchi et al., 2001; the data are archived at the Oak Ridge National laboratory and available at http://ameriflux.ornl.gov/.

After forcing closure of the energy balance while maintaining a constant Bowen ratio (Twine et al. 2000) in order to more closely match the characteristics of the output from the models, the 30-minute measurements were used to calculate the various χ and f. Finally, the daytime mean of the fluxes and other necessary quantities were calculated for use in the subsequent analyses. Although it can be taken as nominally as the period between 0800 and 1800 LST, daytime is defined herein as the period between the first and last measurements during a given day when the incident solar radiation exceeded 100 W m⁻².
2.2. Reference Quantities and Scaled Metrics

The first of the \( \chi \) derived from meteorological data, \( \lambda E_{eq} \), is derived from \( ET_0 \), which is described by Allen et al. (1998) as the hypothetical ET (or \( \lambda E \)) from a well-watered grass surface with an assumed height of 0.12 m and albedo of 0.23. It is calculated using a simplified form of the Penman-Monteith equation. For this study, the updated relationship given by Walter et al. (2005) was used:

\[
ET_0 = \frac{0.408A(R_n - G) + \frac{\Delta}{\Delta + \gamma}(e_v - e_a)\Delta + \gamma}{\Delta + \gamma}\]

where \( \Delta \) is the slope of the saturation vapor pressure-temperature curve (kPa K\(^{-1}\)), \( R_n \) is the net radiation (W m\(^{-2}\)), \( G \) is the soil heat flux (W m\(^{-2}\)), \( \gamma \) is the psychrometric constant (kPa K\(^{-1}\)), \( C_v \) is a constant (37 °C s\(^2\) m\(^{-2}\)), \( T \) is the air temperature (°C), \( U \) is the wind speed (m s\(^{-1}\)), \( e_v \) is the saturation water vapor pressure (kPa), \( e_a \) is the actual water vapor pressure (kPa), and \( C_r \) is a constant (0.24 s m\(^{-1}\)).

This relationship is nearly identical to the one given in Allen et al. (1998); the two formulae differ only with regard to the assumed surface resistance. While the surface resistance is assumed to be 70 s m\(^{-1}\) by Allen et al. (1998), it is assumed to be 50 s m\(^{-1}\) in the later work. While modest, this modification yields improved results when the daytime moisture flux is calculated on an hourly basis (Walter et al. 2005). The result is converted to \( \lambda E_{eq} \) by multiplying by the product of the density of water and the latent heat of vaporization. Similarly, \( \lambda E_{eq} \), which can be thought of as the energy-driven moisture flux that is independent of surface resistance, can be expressed according to:

\[
\lambda E_{eq} = A \frac{\Delta}{\Delta + \gamma}
\]

with the variables defined as above (McNaughton, 1976; Raupach, 2001).

2.3. Interpolation Techniques

In addition to piecewise linear interpolation, two piecewise spline interpolation methods were evaluated as a part of this study, namely cubic and hermite spline interpolation. (These are indicated when necessary hereafter by the subscripts L, S, H, respectively.) In contrast to linear interpolation, which tends to yield accurate results only when the underlying data vary smoothly over time, the splining methods are less prone to error when the observed data change abruptly (Trefethen 2010). Similarly, the more computational complex hermite spline method typically yields more accurate results when the gaps between observed data points are large (DeBoor, 1994).

As the name implies, the piecewise linear interpolation estimates \( f \) using a family of \( n - 1 \) linear relationships defined such that the linearly-interpolated \( \hat{f}_L(t) \) at time \( t \) is determined according to:

\[
\hat{f}_L(t) = f_i + (t_{i+1} - t_i)m_i h \quad t_i \leq t \leq t_{i+1}
\]

where \( n \) is the number of observed data points, \( f_i \) is the known \( f \) at time \( t_i \), \( m_i \) is the slope of straight line relationship for the period between \( t_i \) and \( t_{i+1} \), defined as \( m_i = (f_{i+1} - f_i)/(t_{i+1} - t_i) \), and \( h \) is the time normalized between 0 and 1 and is
defined as \( h = (t - t_i)/(t_{i+1} - t_i) \). The piecewise cubic spline interpolation function is family of \( n - 1 \) cubic polynomials defined such that the interpolated \( f(\hat{S}_i) \) at time \( t \) is determined according to:

\[
\hat{S}_i(t) = f_i + a_i[(t_{i+1} - t_i)h]^3 + b_i[(t_{i+1} - t_i)h]^2 + c_i[(t_{i+1} - t_i)h] \quad t_i \leq t \leq t_{i+1}
\]

(5)

where the coefficients \( a_i \), \( b_i \), and \( c_i \) are determined by simultaneously solving the series of \( n - 1 \) equations with the constraints that the interpolation function, as well as its first and second derivatives, must be continuous and pass exactly through the known values of \( f \). Similarly, the final interpolation technique, piecewise hermite cubic spline, defines the

\[
\hat{S}_i(t) = (2h^3 - 3h^2 + 1)f_i + (-2h^3 - 3h^2)f_{i+1} + \cdots \\
\quad h(h^2 - 2h + 1)(t_{i+1} - t_i)s_i + h(h^2 - h)(t_{i+1} - t_i)s_{i+1}
\]

(6)

where \( s_i \) is the slope of the curve at time \( t_i \) (De Boor, 1994). For this study, it is calculated according to:

\[
s_i = \frac{1}{2} \cdot \left( \frac{f(t_i+1)-f_t}{t_i+1-t_i} + \frac{f(t_i)-f_(t_i-1)}{t_i-t_(i-1)} \right)
\]

(7)

and the variables are defined as above (Moler, 2004).

For this analysis, temporal upscaling was conducted at each of the Ameriflux sites using all possible combinations of \( f \) and interpolation methods. Specifically, it was conducted with data representing return intervals of up to 32 days generated from the daytime mean data at each site. In order to maximize the robustness of the statistical analysis, all possible realizations - the unique yet equivalent time series that can be generated from the data collected at a particular site while maintaining constant return interval – were considered in the analysis. The total number of possible realizations for a given return interval is equal to the length of the return interval. The individual realizations were generated by beginning the time series on consecutive days.

Again, to emulate the temporal upscaling of flux data derived from remotely sensed-data as closely as possible, efforts were made to ensure that the observations used for the interpolation were collected on clear-sky days. Clear-sky days were identified as those where the daytime mean of the measured \( K_{\downarrow} \) was within 25% of the predicted value from a simple radiation model; this threshold was selected based on a preliminary analyses comparing the model results with observations on known clear-sky days. The incident solar radiation was estimated as the product of \( K_{\downarrow,\text{TOA}} \) calculated following Meeus et al. (1991) and atmospheric transmissivity calculated according to Brutsaert (1975). In order to ensure a constant return interval for a given interpolation, if a day was judged to be cloudy, both the observed flux on that day and the estimated flux for those subsequent days derived from it were omitted from the statistical analysis. Although the number of days flagged due to cloudy conditions and omitted from subsequent analyses varied depending on the site and the return interval being modelled, at least 1200 days were considered for each of the analyses at each site.

2.4. Statistical Metrics

As discussed by Wilks (2006), persistence, \( i.e. \) the degree of self-preservation, can be assessed via auto-correlation (\( \rho \)). For a given lag (\( h \)), \( i.e. \) the offset between measurements pairs, the auto-correlation is defined according to:

\[
\rho(h) = \frac{\text{Cov}(x_t, x_{t+h})}{\sqrt{\text{Var}(x_t)^2}}
\]
\[ \rho = \frac{\sum_{i=1}^{n-h}(x_i - \bar{x})(x_i+h - \bar{x})}{\sqrt{\sum_{i=1}^{n-h}(x_i - \bar{x})^2} \sqrt{\sum_{i=1}^{n-h}(x_i+h - \bar{x})^2}} \]  

where \( n \) is the number of data points, \( \bar{x}_- \) is the mean of the first \( n-h \) data points and \( \bar{x}_+ \) is the mean of the final \( n-h \) data points.

A pair of statistics are used to evaluate the accuracy of the temporal upscaling. The first of these is the root mean square error (RMSE):

\[ \text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x}_i)^2} \]  

where \( n \) is the number of data points, \( x \) is the observed flux, and \( \bar{x}_i \) is the flux predicted by temporal upscaling. However, because the squared difference term in RMSE tends to overemphasize the effects of large errors (Legates and McCabe, 1999; Willmott and Matsuura, 2005; Willmott et al., 2012), the mean absolute error (MAE) was also calculated as follows:

\[ \text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |x_i - \bar{x}_i| \]  

with the variables defined as above.

Once calculated for the individual sites, the statistics were aggregated to represent the typical results for a given land cover type. The aggregation was accomplished by calculating the arithmetic means after conducting any necessary transform. For example, both the auto-correlation and RMSE are non-additive quantities that cannot be averaged directly; instead, they must first be transformed into an additive quantity. In the case of the former, the auto-correlation was aggregated by averaging the results for the individual analysis periods and sites after applying a Fisher z-transformation (Burt and Barber, 1996). Similarly, the RMSE data was averaged after first transforming it to the mean square error.

3. Results and Discussion

3.1 Persistence of Scaled Quantities

Due to its importance in determining the accuracy of the estimates, the persistence or degree of self-preservation exhibited by the various \( f \) used in this study was evaluated by determining its autocorrelation function. For each site, the autocorrelation was calculated for each contiguous segment of daytime mean data that was at least 48 days in length (1.5 times the maximum return interval considered herein).

As can be seen in Fig. 3, which shows the mean autocorrelation function for each \( f \) and land cover type, all \( f \) performed similarly. In all cases, \( \rho \) decreased in inverse proportion to \( h \), dropping to less than 0.50 within three to ten days. Also, for any given land cover, the mean auto-correlation functions for the analogues of evaporative fraction, namely \( f_{K\downarrow} \), \( f_{\text{rn}} \) and \( f_a \), were statistically indistinguishable from one another based on t-tests conducted at the 95% confidence level. Similarly, no statistically significant difference between the mean auto-correlation functions of \( f_{\text{Eeq}} \) and \( f_{\text{Eeq}} \) was found. Nonetheless, there were statistically significant, albeit modest, differences between the auto-correlation functions associated
with \( f \) derived from evaporative fraction analogues and those derived from meteorological data. Regardless of land cover, \( \rho \) associated with \( f_{KE}, f_{RE}, \) and \( f_{AI} \), tended to be greater than \( \rho \) associated with either \( f_{LE0} \) or \( f_{LEeq} \). On average, the difference was approximately 0.03.

The results of this analysis, which are consistent with results of other studies (Farah et al. 2004; Lu et al., 2013) that found significant day-to-day and seasonal variations in evaporative fraction, indicates the long-term persistence of \( f \) is very limited. This result also suggests that interpolated values of \( f \) may not accurately reflect the actual values and, as a result, may be a key source of error when using temporal upscaling to estimate the moisture flux between image retrievals.

The figure also shows there was significant variability from site-to-site within a given land cover type, particularly for longer lags. Although the specific causes of these differences are not fully understood, there are number of factors that likely contribute. For example, there are difference in both species composition and climate at the various sites. Consider, as an example, the forest class which includes both coniferous and broadleaf deciduous forest. Moreover, the species composition varies even among sites of the same forest type; for example dominant species at the Niwot ridge site are Subalpine fir (Abies lasiocarpa) and Engelmann spruce (Picea engelmannii) while, as the name implies, the dominant species at the Loblolly Pine is loblolly pine (Pinus taeda). At the same time, the mean annual temperature at the forested sites ranged from 1.5 °C to 14.4 °C while the mean annual precipitation varied from 800 mm to 1372 mm. Similarly the mean annual temperature and precipitation at the cropland sites, which are all planted on a rotation of maize and soy, range between 6.4 °C and 11.0 °C and 789 mm and 991 mm, respectively.

Further analysis shows differences in the mean autocorrelation functions exist between land cover types. Regardless of the scaled quantity considered, the mean autocorrelation function decreases most rapidly over forested sites and the most slowly over the open canopy sites. Indeed, if the lag where the mean autocorrelation function reaches some threshold value, e.g. 0.50, is plotted as a function of the mean daytime latent heat flux (Fig. 4), it can be seen that persistence decreases exponentially with the increasing moisture flux. While the underlying cause of this relationship is unclear, it suggests the return interval necessary to achieve accurate estimates of ET via temporal upscaling will be longer over relatively dry regions with a low moisture flux than over regions where ET is high.

### 3.2 Accuracy of the Interpolated Scaled Quantities

Both RMSE and MAE of the interpolated estimates of each \( f \) were calculated for all land cover types and return intervals up to 32 days. As can be seen in Fig. 5 and Fig. 6, both metrics behaved similarly; regardless of the land cover type, scaled quantity, or interpolation method considered, the error increased rapidly with increasing return interval until a plateau was reached. In all cases, the RMSE, which increased according to a logarithmic function of return interval, reached 75% of its peak value within five days. For comparison, the mean maximum RMSE for each land cover type was 0.26, 0.28, and 0.17 for croplands, grasslands, forest, and open canopies, respectively. Although it also increased logarithmically, the amount of time needed for MAE to reach 75% of the peak value was more variable, ranging between 5 to 10 days. Again, for purposes of comparison, the mean maximum MAE was 0.22, 0.14, 0.16, and 0.10, respectively, for croplands, grasslands,
Further, MAE increased most rapidly for those land cover types that exhibited the highest moisture flux. The largest error, whether measured in terms of RMSE or MAE, also tended to be associated with the forest and cropland sites where the mean ET was largest.

The results also show that all of the interpolation methods yielded similar results for short return intervals of less than eight days. In contrast, for longer return intervals, both RMSE and MAE of the estimates using the spline interpolation methods were greater than when linear interpolation is used (Fig. 5 and 6). Moreover, the error of the estimates tended to much noisier for the spline techniques, particularly the cubic spline method which exhibited periods of very large errors. These large noisy errors, which are most evident in RMSE – perhaps because it is more sensitive to outliers than MAE – are indicative of “overshoot” errors by the spline interpolation. The large errors are also most pronounced for those land cover types that also demonstrated the highest average ET and the lowest autocorrelation.

3.3 Accuracy of the Latent Heat Flux Estimates

Not unexpectedly, the accuracy of the moisture fluxes estimated via temporal upscaling closely mirrors the accuracy of the interpolated \( f \). As was the case with \( f \), both the RMSE and MAE of the flux estimates increase rapidly with return interval to a maximum value following a logarithmic function (Fig. 7 and Fig. 8). In the case of RMSE, the maximum error ranged between 31 W m\(^{-2}\) and 66 W m\(^{-2}\). In the case of MAE, it ranged between 22 W m\(^{-2}\) and 54 W m\(^{-2}\). Again, the greatest error is associated with the land cover with the highest ET, i.e. forest and cropland.

These plots, like those for \( f \), show little difference among the interpolation techniques when the return interval is short. For return intervals longer than about 8 days, however, the spline interpolation techniques, and especially the cubic spline method, can introduce large errors into the flux estimates due to the “overshoot” errors in the interpolation of \( f \). These large noisy errors are most evident in the RMSE of forested sites (Fig. 8), but may also be seen to a lesser extent at the cropland sites. Overall, this suggests there is no substantive advantage of using the more computational complex spline techniques over linear regression; rather, the propensity of spline methods to introduce large errors due to interpolation “overshoot” indicates these techniques should be avoided.

The accuracy, and thus utility, of the various \( f \) was evaluated while focusing specifically on the results when linear interpolation was used. Regardless of \( f \), an intercomparison of the estimated fluxes using t-tests conducted at the 95% confidence level indicated there was no statistically significant difference in either the flux estimates or the error due to temporal upscaling when the return interval was less than eight days. For longer return intervals, analyses using RMSE (Fig. 9) and MAE (not shown), which yielded similar results, indicated the error due temporal upscaling was very similar when \( f_{\text{in}} \), \( f_a \), or \( f_{\lambda E_{\text{eq}}} \) was used. Indeed, the error introduced using any of these three quantities was statistically identical based on t-tests conducted at the 95% confidence level. Moreover, with the exception of the forest sites, where the error due to temporal upscaling using \( f_{\text{K1}} \) was the same as the error introduced by using \( f_{\text{in}} \), \( f_a \), or \( f_{\lambda E_{\text{eq}}} \), temporal upscaling using \( f_{\text{in}} \), \( f_a \), and \( f_{\lambda E_{\text{eq}}} \) consistently introduced the least error. For a 10-day return interval, as an example, the percent error introduced by these quantities ranges between 21% and 23% depending on land cover. In contrast, temporal upscaling using \( f_{\lambda E_{\text{eq}}} \) introduced the
greatest error. Again, for a 10-day return interval, the percent error associated with \( f_{\lambda E} \) ranges between 24% and 30% depending on land cover.

The analysis of \( D \) reinforces the earlier results. Initially, \( D \) decreases rapidly with increasing return interval to less than 0.75 within 3 days and less than 0.50 within 4 to 7 days. This sharp decline in \( D \), which is consistent for all land cover types and \( f \) (Fig. 10), indicates there is only moderate agreement between the observed flux and that estimated via temporal upscaling for all but the shortest return intervals. Also, while the moisture flux estimated using \( f_{\text{hn}} \) tends to maintain the highest degree of agreement, followed closely by estimates using \( f_{\text{tr}} \) and \( f_{\lambda E_{eq}} \), the variability in \( D \) tends to be modest; for any given land cover type and return interval, \( D \) varies by 0.024, on average. These results reconfirm the earlier results by indicating that the accuracy of temporal upscaling is greatest for \( f_{\text{hn}}, f_{\text{tr}}, \) and \( f_{\lambda E_{eq}} \).

### 3.4 Estimating Optimal Return Interval Thresholds

Again focusing on the flux estimates when linear interpolation was used, the return interval threshold yielding errors of less than 20% in the daily ET estimates was identified (Table 3). The 20% threshold was selected because it is the nominal uncertainty commonly associated with in situ observations such as those collected via eddy covariance. While the return interval associated with the 20% threshold varied depending on land cover type and \( f \), the longest return intervals are associated with \( f_{\lambda E_{eq}} \) followed by \( f_{\text{hn}} \) and \( f_{\text{tr}} \), which yield statistically identical results, and finally \( f_{\lambda E} \) and \( f_{\lambda E_{eq}} \), which also yield statistically indistinguishable results based on t-tests at the 95% confidence level. The range of values among the various \( f \) was 2 days, on average. This again indicates that the accuracy of temporal upscaling is greatest for \( f_{\text{hn}}, f_{\text{tr}}, \) and \( f_{\lambda E_{eq}} \).

By plotting the average threshold return interval for each land cover class against its corresponding mean latent heat flux for that class (Fig. 10), it can be seen that length of the return interval that will result in no more than 20% error decreases with the increasing moisture flux. Like \( \rho \), the relationship follows an exponential decay function. In this case, however, the curve has a lower bound of five days. Based on this, the maximum return interval that can be expected to introduce less than 20% error to the flux estimates via temporal upscaling for all land cover classes is 5 days. If a threshold of 10% relative error is used, the threshold falls to only 3 days. Importantly, since the determination of the maximum return interval was made assuming there is no error in the moisture flux used to calculate \( f \), they represent the best-case scenario. In practice, any error in the flux retrieval will propagate into the interpolated flux. As a result the maximum return interval would be somewhat shorter.

### 4. Conclusions

The results of this study indicate that the day-to-day persistence of \( \chi \) typically used in the temporal upscaling of satellite-based ET retrievals is quite limited. The autocorrelation of daytime means of these quantities decreases to less than 0.5 within 10 day and to less than 0.25 in 7 to 24 days depending on land cover class. More generally, it was found that the number of days for \( \rho \) to reach to a given threshold decreases with increasing \( \lambda E \) following a well-defined exponential decay...
function. This suggests that the utility of temporal upscaling is limited to short return intervals, especially for land covers such as forest and croplands, which are characterized by large moisture fluxes. The analyses of RMSE and MAE confirm this inference; in both cases the magnitude of the error increases rapidly with increasing return interval and typically reaches 75% of the maximum error within 3 to 7 days. Again, the magnitude of the error due to temporal upscaling was greatest over those land cover types with the highest ET. Using 20% relative error as the threshold, the maximum return interval ranged between five and eight days, on average, depending on land cover type. However, since the maximum return interval decreases to a minimum of five days following an exponential decay function of the mean moisture flux, five days is the longest return interval that would allow for accurate ET estimates over all land cover types assuming perfect retrieval. While the study found that using $\lambda E_{\text{eq}}$, $R_n$, or $A$ as $\chi$ tended to produce the most accurate estimates of $\lambda E$ for longer return intervals, for return intervals of five days or less, there was no statistically significant difference in the flux estimates. Finally, the comparison of interpolation methods indicated there is no advantage to using the more computationally complex spline interpolation methods.
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Figure 1 Map showing the location of the Ameriflux sites used in this study.
Figure 2 The mean daytime latent heat flux is shown for each of the land cover types. The mean flux was calculated using the daytime mean flux data for all years considered at each site. The shaded area represents one standard deviation about the mean.
Figure 3. The representative autocorrelation function derived for each land cover type and scaled metric used in this study is shown. The shaded area represents one standard deviation about the mean.
Figure 4. The maximum lag where the autocorrelation function exceeds 0.50 plotted as a function of the mean daytime latent heat flux is shown.
The root mean square error (RMSE) of the estimates of the scaled quantities is shown for each land cover type and interpolation scheme.
Figure 6. The mean absolute error (MAE) of the estimates of the scaled quantities is shown for each land cover type and interpolation scheme.
The root mean square error (RMSE) of the latent heat flux derived from each of the scaled quantities is shown for each land cover type and interpolation scheme.
Figure 8. The mean absolute error (MAE) of the latent heat flux derived from each of the scaled quantities is shown for each land cover type and interpolation scheme.
The root mean square error (RMSE) of the latent heat flux derived from each of the scaled quantities is shown for each land cover type when linear interpolation is used.

Figure 9
Figure 10: The maximum return interval where the relative error is less than 20% plotted as a function of the mean daytime latent heat flux.
Tables:

Table 1 Summary of the 30-minute measurements collected at each Ameriflux site used in this study.

<table>
<thead>
<tr>
<th>Meteorological Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind Speed</td>
</tr>
<tr>
<td>Wind Direction</td>
</tr>
<tr>
<td>Air Temperature</td>
</tr>
<tr>
<td>Water Vapor Density</td>
</tr>
<tr>
<td>Vapor Pressure Deficit</td>
</tr>
<tr>
<td>Relative Humidity</td>
</tr>
<tr>
<td>Atmospheric Pressure</td>
</tr>
<tr>
<td>Precipitation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Radiation and Energy Budget</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incident Solar Radiation</td>
</tr>
<tr>
<td>Reflected Solar Radiation</td>
</tr>
<tr>
<td>Incident Longwave Radiation</td>
</tr>
<tr>
<td>Terrestrial Longwave Radiation</td>
</tr>
<tr>
<td>Net Radiation</td>
</tr>
<tr>
<td>Soil Heat Flux</td>
</tr>
<tr>
<td>Sensible Heat Flux</td>
</tr>
<tr>
<td>Latent Heat Flux</td>
</tr>
<tr>
<td>Friction Velocity</td>
</tr>
</tbody>
</table>
Table 2 Summary of Ameriflux sites used in this study.

<table>
<thead>
<tr>
<th>Site</th>
<th>Location</th>
<th>Land Cover</th>
<th>Mean Annual Temp.</th>
<th>Mean Annual Rainfall</th>
<th>Study Period</th>
<th>Site</th>
<th>Location</th>
<th>Land Cover</th>
<th>Mean Annual Temp.</th>
<th>Mean Annual Rainfall</th>
<th>Study Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bondville</td>
<td>40.006 °N</td>
<td>Cropland (maize/soy)</td>
<td>11.0°C</td>
<td>991 mm</td>
<td>2000-2008</td>
<td>Lucky Hills</td>
<td>31.744 °N</td>
<td>Shrubland</td>
<td>17.6°C</td>
<td>320 mm</td>
<td>2007-2012</td>
</tr>
<tr>
<td>Brooks</td>
<td>44.345 °N</td>
<td>Woody Savanna</td>
<td>6.0°C</td>
<td>586 mm</td>
<td>2004-2010</td>
<td>Mead</td>
<td>41.165 °N</td>
<td>Cropland (maize/soy)</td>
<td>10.1°C</td>
<td>789 mm</td>
<td>2001-2012</td>
</tr>
<tr>
<td>Chestnut Ridge</td>
<td>35.981 °N</td>
<td>Broadleaf Deciduous Forest</td>
<td>13.9°C</td>
<td>1359 mm</td>
<td>2005-2010</td>
<td>Niwot Ridge</td>
<td>40.033 °N</td>
<td>Evergreen Needleleaf Forest</td>
<td>1.5°C</td>
<td>800 mm</td>
<td>2001-2012</td>
</tr>
<tr>
<td>Fermi Cropland</td>
<td>41.859 °N</td>
<td>Cropland (maize/soy)</td>
<td>9.2°C</td>
<td>929 mm</td>
<td>2005-2011</td>
<td>Missouri Ozarks</td>
<td>38.744 °N</td>
<td>Broadleaf Deciduous Forest</td>
<td>12.1°C</td>
<td>986 mm</td>
<td>2004-2013</td>
</tr>
<tr>
<td>Fermi Grassland</td>
<td>41.841 °N</td>
<td>Grassland</td>
<td>9.2°C</td>
<td>929 mm</td>
<td>2005-2011</td>
<td>Rosemount</td>
<td>44.174 °N</td>
<td>Cropland (maize/soy)</td>
<td>6.4°C</td>
<td>879 mm</td>
<td>2004-2012</td>
</tr>
<tr>
<td>Kendall Grassland</td>
<td>31.737 °N</td>
<td>Grassland</td>
<td>15.6°C</td>
<td>407 mm</td>
<td>2009-2012</td>
<td>Tonzi Ranch</td>
<td>38.432 °N</td>
<td>Woody Savanna</td>
<td>15.8°C</td>
<td>559 mm</td>
<td>2001-2012</td>
</tr>
<tr>
<td>Konza Prairie</td>
<td>39.082 °N</td>
<td>Grassland</td>
<td>12.8°C</td>
<td>867 mm</td>
<td>2006-2012</td>
<td>Vaira Ranch</td>
<td>38.407 °N</td>
<td>Broadleaf Deciduous Forest</td>
<td>15.8°C</td>
<td>559 mm</td>
<td>2001-2012</td>
</tr>
</tbody>
</table>
Table 3 The maximum return interval with a relative error of less than 20% is given for each reference quantity and LULC when linear interpolation was used.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cropland</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>Grassland</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>Forest</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Open Canopy</td>
<td>6</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>