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Dear referee,

we would like to thank you very much indeed for your comments on our manuscript. Please check the attached pdfs

Reply to the main comments:

1. I would also like to ask the authors to carefully revise how they refer to the various indices, which is somewhat confusing at times. What confused me is that there are standard indices in both Atlantic and Indian Ocean, but also customized in-
dices. The latter are then referred to as Atlantic and Indian Ocean only. I would propose that the authors revise this and always precede the customised indices with the word “Custom” or something like that. That would help clarify somewhat to my mind.

- We went through the manuscript checked the mentioning of Ocean regions for correctness. Here’s the result:
  - We added a clear connection in descriptions of figures 8 and 9 so that the "Atlantic" and "Indian Ocean" predictor groups are customised indexes.

2. Overall the figures in the manuscript could be made a little larger to enhance visibility/interpretation. There are some very small figures, and at times the figures are not easy to read (e.g. Figure 10 could be improved by plotting the thick black line differently).

- Figure 4: Has been increased to full page width improve readability.
- Figure 10: Unfortunately we were not fully able to understand the reviewers request to plot the black line "differently" in Figure 10. We understand that the overlay of several lines makes it hard to distinguish the lines. Yet, after all, we trust the reader is able to comprehend, that an invisible line color means it is the same as the line above.

3. My main comment on the paper is the influence of the dams within the catchment is not well explored. In some places the authors elude to the presence of dams, and also include details as to their total volume compared to the average annual volume that enters the dam. This shows that for some of the stations the anthropogenic influence is substantial. In many cases there is more storage than there is annual volume, such as is the case for Nauwpoort. And yet this is one of the two stations that are reported to have the highest skill (together with Hartbeeshoek, which has no upstream, dams). This is surprising. This is also
linked to one of the findings of the authors that the predictability of the smaller catchments is better than for the larger catchments. This is an interesting conclusion because it is somewhat counterintuitive, because as the authors note, the lower skill in large catchments may be due to the anthropogenic influences. However, these catchments are really very small. This would mean that the skill found cannot be due to the persistence of the catchment initial conditions.

- The comment on the influence of dams is well taken. Dams are abundant in the basin and we have knowledge of 55 dams built from 1929 until 2012 with capacity information, but the list is unlikely to be complete. From 1929 to 1976 the total dam capacity in the Limpopo basin increased by about $35 \text{ Mm}^3a^{-1}$, then in 1976 the Massingir dam was built adding 2800 Mm3. Thereafter, the construction rate slightly increased to $39 \text{ Mm}^3a^{-1}$, most likely also as a consequence of the catastrophic drought events in the 80’s and 90’s. The total dam capacity today is about 6500 $\text{ Mm}^3$. We suppose that many more unregulated and small dams exist. Often, dams serve as reservoir for irrigation and household use. In addition, streamflow abstraction for irrigation is a common water source for farmers, beside groundwater. However, information on irrigation amounts is rare. Further human intervention are water transfers, for example in Botswana: Intrabasin from Francistown to Gaborone, and interbasin from the Okawango to the Limpopo. Dams, abstractions and transfers create a complex picture of anthropogenic interference which is very complicated to disentangle - if not impossible - even with a hydrological model, since data availability is low. Therefore, without reliable data to support a proper analysis, we could only speculate why some stations show better results. To stress the importance of human interventions in relation to seasonal forecasts, we extended the discussion in the last paragraph of the discussion section on page 23 (from line 32).

4. The last overall comment I have is on the selection of the customised indices.
The authors note that these were selected over a large area. However, I can imagine that there is a trade-off between the large area and the ability to find significant differences/anomalies. I would expect that as the area gets larger, the detection of anomalies gets smaller. Perhaps the authors could comment on this.

- There definitely is a trade-off between capturing location and strength of an important ocean region. SST anomalies are not bound to a specific location. Every event has its own genesis resulting in a different spatial pattern. Both methods, correlation and composite analysis are used to find regions that are repeatedly covered by the different past events. These analyses were performed for different time windows and lead times. Yes, it would be possible to create an index for every exact location (polygon) resulting from the analysis. However, this would have resulted in way to many potential predictors, which would have required a reduction in dimensionality, for example with a principal component analysis. Principal components are practical, yet more complicated to grasp and interpret in the end. Therefore we argue that the proposed method is well justified, providing a compromise between preciseness of predictor locations and regions on the one hand, and interpretability of the results.

Reply to the specific comments:
P1L4: assessed using statistical
P1L9: as a proxy
P1L15: warning, the models
P2L5: which have severe
P2L8: which may even
P2L9: regarded as being highly affected
P2L11: to studies that found
P2L10-12: There is some discussion on the climate. I am not sure these comments are entirely relevant to this manuscript.

P3L1: Atmospheric circulation processes have . . .
P3L6: it extends from the ocean
P3L13: by the chaotic
P3L26: These are particularly
P3L33: The skill of the forecasting

The intention was to give a background on climate change in the Limpopo region, event though this study is not about climate change. However, seasonal forecasting is a potential adaptation strategy for drought prone regions, such as South-ern Africa. Shortened the discussion by one sentence.
P3L33: The authors refer to the DJFMAM forecast. That is clear that this spans the wet season. But is this a single value, or is there a forecast for each month. Perhaps I missed it, but it may be good to clarify in the text what a forecast actually contains in terms of parameters and time steps.

In the publication by Trambauer et al, that we are referring to, they have several forecasts. The one we are referring to is the lead time of five months for May, which is only one value per year. The sentence was changed to: "The skill of the forecasting system for total streamflow between December and May (DJFMAM) exceeded climatological forecasts (climatology) with "moderate skill for all lead times" up to 5 months (forecast in December)"

P5L3: There is some discussion on extracting the catchment areas. Why are these relevant other than to be included in the table describing the catchments.

P5L12: event anomalies

P6 Table 1: It may be useful to include the year in which the dam was built, or at least the main dam building period in the Limpopo. This can help interpret possible issues of stationarity in the time series.

P7L20: with df = N-2 degrees of freedom

P7L23: The region outlines

P7L23: generously, so as to
P8Table3: It is not so clear what the aggregation period of the streamflow indices is. Are these for one month? Or rather is the SSIDJMAM the aggregated streamflow index across the whole wet season. This should all be clarified a bit better.

SSI$_{DJFMAM}$ is a single value per year. However, The table is meant to describe the lead time definition and is not a good place for the SSI description, which was moved to the beginning of section 2.3 and the 2nd paragraph of section 2.5 (model setup).

P9L2: linear regression is applied to estimate the values of parameters Bo to Bp. corrected

P9L10: until the addition or removal does not lead to an increase in model quality. corrected

P10L20: The hidunitj variable is somewhat long and should be avoided. Perhaps introduce something simpler, such as H, and explain it well. corrected

P11: I was not so clear how the forecast skill of the ANN is expressed, and if that is commensurate with how it is expressed for the criteria used to establish the MLM parameters. Please ensure that these are well defined, and that that if there are differences explain why the calibrated models may then be compared.

All methods undergo leave-one-out cross validation, the result of which is used to express the forecast skill. A respective paragraph was added at the end of section 2.6 on page 12, lines 29 to 31.
P11L22: The trees are trained

This is jargon applied to trees and machine learning. However, I understand the confusion very well and changed it.

P11L26: I am not sure what is meant by the final node size.

It is a technical term. The dataset is split into branches to reduce variation within the groups aka nodes. These groups must have more than 5 samples. It is not possible to pick a group of one to accommodate an outlier, for example. The description of Randomforest was improved to accommodate for that.

P11: Overall the description of the Random Forest Trees is difficult to follow for those not familiar. What are the 500 regression trees? What is the minimum final node size? I think the majority of the readers of HESS will not be familiar with this technique. ANN is more familiar I think. The authors use quiet a lot of jargon such as “bagging” etc. I would be very helpful if they provide a simple explanation of this technique and how a forecast is actually derived.

We improved the explanation of Randomforest, particularly for readers, unacquainted with the method. However, details must we left for specific literature and papers such as Breiman (2001).
P12L1: model overfitting (I changed this but please check the context)

No, here, overfitting is not correct in this place. Overfitting is not a desirable characteristic for models, but model data fit to the measurement data is.

P1211: It is suggested that 2x2 contingency tables can be used only for probabilistic forecasts. I do not think that is correct as these can also be developed using deterministic forecasts.

I was unable to find that statement in line 11. We merely describe how contingency tables were constructed for the ROC analysis for probabilistic forecasts, which changed to be more clear. No doubt, there are methods for deterministic forecasts, too.

P12L17: has no skill, and is equivalent to a random forecast
P13F4: The map is very small, making it difficult to read. Consider increasing its size.
P13L16: In the proximity of southern Africa
PL13: Chockwé is on the main river and therefore does not represent a sub-basin.

P13L20: given the large sample size of 724 observations. What are these observations? Please explain. Are these months, or days?

P14L16: Here some of the indicators are discussed before they are introduced. Perhaps add references to the tables here.

P14L20: These are months. Corrected.

The sentence was rephrased to introduce the regions and a reference was added: "Nevertheless, the currents themselves are represented by customised predictors based on other ocean regions in the Indian Ocean (predictor named "Agu") and the southern Atlantic (predictors named "SWAtl", "SEAtl", "BC" in figure 6)."

P16Fig7: What is SRI_NOW? Is this the standardised runoff? I guess so - please clarify. Also clarify what is meant by interactions of selected predictors (grey).

P16: It is not so clear what the differences are between ERSST and OISST. Please explain (briefly). These also achieve very different results.

These are both SST datasets. The OISST data set includes additional observations, such as satellite imagery and others, instead of buoy and ship observations only. The data quality is supposed to be better, with the major disadvantage of a shorter time span. ERSST is selected more often. We extended the description a little bit, but do not consider it worth a more detailed discussion with regard to the general question.
P16: In the discussion it is mentioned that the selection of the indicators is unexpectedly low in some cases, which is due to the low correlation. However, this may also be the case for the superiority of Darwin SLP over ENSO. Please try and generalise such findings.

We moved this discussion to a separate subsequent paragraph to give it more emphasis and rephrased it. However, this study is not designed to generally and finally distinguish the influence of DARWIN SLP vs. ENSO on the southern African region and - the results from this study cannot really negate Manatsa et al. (2007). However, our result is definitely not creating further evidence for the claim by Manatsa et al. (2007).

P18L1-3: The results in the figure shows that the importance may vary quite dramatically at the same location during the year. This is not really explained (except that it is very changeable). Is this seasonality?

It is the part of the result that also gave us some headaches. Attribution is tricky. Some of those changes might be seasonal changes. However, much of it must also be considered random. One has to keep in mind: Most of these models only achieve a low total $R^2 < 0.3$. If a predictor reaches 0.1 in relative partitioned $R^2$, i.e. and the total explained variance is only 30 %, then that particular predictor explains only about 3%. Thus, one should try to find the overarching pattern and not interpret specific contributions at certain lead times. One might easily overinterpret the numbers. Therefore, we did not go into more detail, here. (respective discussion added on page 19, line 1)
At several stations also exhibit a strong however, our study suggests at a lower level. The discussion on if the errors are small then there is skill seems somewhat trivial. But maybe there is something missing?

Trivial, yet enlightening. The error does not seem to be constant with all observations. For stations with large errors a few events have a high influence on the skill outcome. From this observation one can conclude that the time period of 30 years of observation is not long enough to derive robust forecast models.

here it is suggested to explicitly consider the human influence. I cannot agree more. However, I am not sure what is meant by: with the scope on the role of..please clarify

What was meant is: "focussing on the role of...", changed accordingly.

This figure is small and difficult to read.

We deliberately chose a short and straight style for the conclusions and would very much like to keep it that way. We hope to inform the reader quickly about the major lessons to learn from this work, but indeed, it ended up a bit staccato. We gave it a few minor touches to improve the flow, but would very much like to keep the general structure.
The authors would like to express their appreciation for the received revisions. Thank you very much.

PS: Please check the changes made in the attached manuscript update.