Abstract. Vegetation plays a key role in the global climate system via modification of the water and energy balance. Its coupling to climate is therefore important particularly in the tropics, where severe climate change impacts are expected. Vegetation growth is mutually controlled by temperature and water availability while it modifies regional climate through latent heat flux and changes in albedo. Consequently, understanding how projected climate change will impact vegetation and the forcing of vegetation on climate for various land cover types in East Africa is vital. This study provides an assessment of the vegetation trends in East Africa using Leaf Area Index (LAI) time series for the period 1982 to 2011, lead/lag correlation analysis between LAI and climate, a statistical estimation of vegetation feedback on climate using lagged covariance ratios as well as spatial regression analysis. Our results show few significant changes in current LAI trends though persistent declining vegetation trends are shown from Southern Ethiopia extending through Central Kenya into Central Tanzania. Precipitation (temperature) exerts widespread positive (negative) forcing on lagging vegetation except in forests. Positive correlations between the lagging Antecedent Precipitation Index (API) and LAI were dominant compared to temperature. Positive vegetation feedback on precipitation dominates across the region while a stronger negative forcing is exerted on Tmin compared to Tmax. Spatial dependence was also shown as a key component in the vegetation-climate interactions in the region. Given the vital role of land surface dynamics on local and regional climate, these results provide a valuable point of reference for evaluating the land-atmosphere coupling in the region.

1 Introduction

Terrestrial vegetation depend on and affect land surface-atmosphere interactions as the primary link for moisture (evapotranspiration) and energy (latent) exchange through its physiological properties (Leaf Area Index-LAI, rooting depth and stomatal resistance), and its influence on surface roughness, and albedo (Arora, 2002; Bao et al., 2014; Ning et al., 2015). For instance, recent studies have reported a strong land-atmosphere coupling in West Africa, whereby vegetation dynamics play a significant role in regulating the West Africa monsoon and therefore rainfall distribution (Hales et al., 2006; Xue et al., 2012; Zheng and Eltahir, 1998). In South Africa, Williams and Kniveton (2012) reported increases and decreases
in annual rainfall, based on idealized scenarios of expanding savanna and desert cover, respectively. Recent studies on the climatic impacts of tropical deforestation have consistently shown increased warming and reduced evapotranspiration and precipitation (Snyder, 2010; Snyder et al., 2004). Any alteration to vegetation cover is thus likely to have a strong effect at local, regional and even global scales. The appreciation of spatial and temporal vegetation patterns is therefore important to not only assess landscape conditions but also to improve land surface model predictions and identify significant regional and global scale climate teleconnections.

The availability of long-term, repetitive satellite-derived datasets has greatly improved the monitoring and characterization of the land surface at varying spatial and temporal scales. Multispectral band combinations of these datasets have aided the retrieval of long time series of land surface variables widely used to examine trends in vegetation dynamics at global, regional and national scales (Bao et al., 2014; Julien and Sobrino, 2009), impacts of vegetation on water and energy flux (Hu et al., 2009) as well as the correlation between vegetation and climate conditions (Bao et al., 2014). Particularly, Leaf Area Index (LAI), which is defined, in broadleaf canopies, as the one-sided green leaf area per unit vegetated ground area, and in coniferous canopies, as one-half the total needle surface area per unit vegetated ground area. It defines the physiologically functioning surface area for energy, mass and momentum exchange between the vegetated land surface and the planetary boundary layer hence widely used by the global change research community to assess and quantify vegetation dynamics and their effects (Bobée et al., 2012; Cook and Pau, 2013; Pfeifer et al., 2014). This dataset is also a pertinent input or state variable in land surface process-based models for simulating land-atmosphere dynamics. For instance, Hu et al. (2009) used satellite-derived LAI data to scale up estimates of evapotranspiration based on an energy balance model while Verhoef et al. (2012) used LAI data to account for the effect of canopy in calculation of surface soil heat flux. In Ford and Quiring (2013), LAI was used to estimate effects of dynamic inter-annual vegetation conditions on soil moisture and they recommended that dynamic, rather than static, LAI parameters should be used to provide better estimates of intensity and duration of drought conditions.

Studies on the causes of variations in vegetation have shown that climatic factors, particularly precipitation and temperature, significantly influence vegetation dynamics (Jiapaer et al., 2015; Liu et al., 2015; Montaldo et al., 2008; Tagesson et al., 2015). For instance, Tagesson et al. (2015) reported a strong link between inter-annual variation in species composition and rainfall distribution in a semiarid savanna grassland study site in West Africa region. On the other hand, vegetation feedback on climate has gained a lot of interest among climate and earth system studies in the recent past (Alessandri and Navarra, 2008; Delire et al., 2011; Ge et al., 2014; Liu et al., 2006; Oguntunde et al., 2014). The key mechanisms reported in the vegetation feedback relate to changes in partitioning of surface net radiation between latent heat and sensible heat (Ge et al., 2014; Wilson et al., 2002), vegetation-induced enhanced variability of the biosphere–atmosphere system at varying temporal scales (Delire et al., 2011) as well as sensitivity of regional climate to land surface heterogeneity associated with vegetation cover (Lu and Shuttleworth, 2002) among other processes. A multiplicity of statistical and physically-based approaches has been used to assess climate forcing on vegetation as well as vegetation feedback on climate. For instance, Navarra and Tribbia (2005) developed the coupled manifold technique later applied by Alessandri and Navarra (2008) to assess the
reciprocal forcing of seasonal mean vegetation and rainfall anomalies over land, taking into account both local and remote forcing. Zhou et al. (2007) used a land surface model coupled with an atmospheric model to quantify vegetation–soil impacts on the Sahelian Diurnal Temperature Range changes while Notaro et al. (2006) used instantaneous and lead/lag correlations to assess vegetation-climate feedbacks in the United States. Recently, a statistical approach originally applied in assessing ocean-atmosphere interactions (Frankignoul and Hasselmann, 1977) has been widely applied to quantify vegetation feedbacks on the atmosphere based on observed and simulated datasets (Liu et al., 2006; Nataro et al., 2008; Notaro and Liu, 2007).

The East Africa region, covered in this study, exhibits a wide range of climatic and ecological zones leading to diverse land cover types and land cover change dynamics (Brink et al., 2014). Due to the high dependence of livelihoods on rain-fed agriculture, there is high vulnerability to extreme negative effects of climate change in the region (Ayana et al., 2016; Grace et al., 2014; Pricope et al., 2013). Land cover/use change is a major threat to the ecological systems in East Africa (Brink et al., 2014; Jacobson et al., 2015; Maitima et al., 2009; Pricope et al., 2013). As reported by Jacobson et al. (2015), approximately 30% of the region has been converted to anthropogenic land cover with Burundi and Rwanda showing the highest proportions of anthropogenic land cover at 85.99% and 82.27% respectively. Between 1990 and 2010, Brink et al. (2014) found that agricultural area in East Africa (comprising Djibouti, Eritrea, Ethiopia, Kenya, Somalia, Sudan and Uganda) increased by 28% with an alarming shift in the rate of deforestation from 0.2% per year in 1990-2000 period to 0.4% per year in 2000-2010 period. Pricope et al. (2013) addressed the spatial interaction between climate, vegetation variations and degradation, and population density changes in the East Africa Horn’s pastoral and agro-pastoral livelihoods zones. They established a potential long-term degradation of rangelands mainly due to population pressures and land use change. As noted by Ayana et al. (2016), the frequency of drought in the greater horn of Africa has doubled from once every 20 years to once every 3 years partly contributing to increased resource-based conflicts in the region.

The assessment of emerging vulnerable areas in the region is therefore important in the context of vegetation dynamics and the potential implications on land-atmosphere interactions. Despite the undisputable need for analysis of spatial-temporal vegetation dynamics and their relationship with climatic variables (precipitation and temperature), the region has been inadequately studied at the regional scale and over wide time scales. Consequently, through the analyses of 30 years (1982 to 2011) LAI time series data, this study aimed at providing a new and valuable understanding of the spatial temporal variations of vegetation dynamics in East Africa and relationship with temperature and precipitation. The specific objective of the study was two-fold: 1) to assess trends in LAI from 1982-2011 at a monthly time-step at 8 km spatial resolution and 2) to evaluate vegetation-climate relationship using correlation and regression analysis and a statistical feedback parameter.
2 Study area and data handling

2.1 Study area

Our area of study spanned an area of approximately $2,267,136 \text{ km}^2$ (bounded by N5.52 and S11.76 latitude, W28.8 and E41.92 longitude) and comprising the countries of Burundi, Kenya, Tanzania, Rwanda and Uganda, and portions of the Congo, Ethiopia, Malawi, Mozambique, Somalia, South Sudan and Zambia (Figure 1). A broad overview of the relation between climate and the key vegetation zones in the region is described in White (1983). The northward migration of the Intertropical Convergence Zone (ITCZ) in the summer months initiates a bimodal precipitation pattern in the majority of the region with a main rain season during March to May and short (monsoonal) rains during October to November (McNally et al., 2016). The Somalia-Masai ecoregion covers most of Kenya between the highlands and coastal belt as well as the dry lowlands of north and central Tanzania. This ecoregion consists mainly of arid and semi-arid climate with a mean annual rainfall less than 500 mm and high mean monthly temperature of between 25°C and 30°C. The Sudanian ecoregion covers extends from South Sudan to West Uganda. It is mainly characterized by a semi-arid and equatorial savanna type of climate with a severe dry season. The highlands and mountain areas of Kenya as well as most of southern and western parts of Uganda with more than 1000 mm mean annual rainfall in the forest zone are defined as Afromontane. Along the Kenyan, Tanzania and Southern Somalia coastline is the Zanzibar-Inhambane ecoregion, which consists of forests and Mangroves and characterised by mean annual rainfall between 800 and 1200 mm. Most parts of Uganda, and some parts of western Kenya, northern Tanzania and Eastern Congo as well as the whole of Eastern Rwanda and Burundi comprise the Lake Victoria ecoregion, which is characterized by rain forest with semi-evergreen forest and wood- and shrubland as the dominant vegetation. This area receives high and well distributed rainfall.

2.2 LAI Data

LAI data were sourced from the third generation Global Inventory Monitoring and Modelling Studies LAI (GIMMS LAI3g) dataset to characterize vegetation dynamics for the period spanning 1982 to 2011. This dataset has a spatial resolution of about 8 km and 15-day temporal resolution. As described in Zhu et al. (2013), the dataset was produced from the fusion of GIMMS NDVI3g (Pinzon and Tucker, 2014) and an improved version of Moderate Resolution Imaging Spectroradiometer (MODIS) LAI that provides 8-day global LAI data from 2000 to 2009 at 1 km spatial resolution (Yuan et al., 2011) using a Feed Forward Neural Network (FFNN) algorithm. The MODIS LAI dataset was resampled to the same spatial (8 km) and temporal (15 day) resolution as the GIMMS NDVI3g and used to train the FFNN algorithm for the overlapping period 2000 to 2004 and to test its predictive capability for the period 2005 to 2009. The GIMMS LAI3g data has been validated using ground based observations measured across East Africa (Pfeifer et al., 2014) and has also been used to study vegetation dynamics at a global scale (Cook and Pau, 2013).
The biweekly LAI data was smoothed using an optimized Savitzky-Golay (S-G) filter commonly used to correct Earth observation data (Chen et al., 2004) to remove superfluous values. The smoothed biweekly dataset was then aggregated using the maximum value composites (MVC) approach to create monthly LAI time series from 1982 to 2011. The MVC approach obtains monthly values as the maximum value per pixel in each pair of bi-monthly datasets.

2.3 Climate data

The precipitation data was obtained from version 2 of the Climate Hazards group Infrared Precipitation with Stations (CHIRPS) dataset (Funk et al., 2015). The CHIRPS dataset is a 0.05° (~5 km) spatial resolution global gridded dataset of monthly precipitation available from 1981 to 2015 and obtained by merging satellite observations, average precipitation from stations, and precipitation predictors such as elevation, latitude and longitude. The data is generated based on an ensemble approach whereby Tropical Rainfall Measuring Mission Multi-satellite Precipitation Analysis version 7 (TMPA 3B42 v7) dataset is used to calibrate global Cold Cloud Duration (CCD) rainfall estimates. The CCD-derived estimates are then merged with World Meteorological Organization’s Global Telecommunication System (GTS) gauged data using a ‘smart interpolation’ approach (Funk et al., 2015). Comparisons with other satellite precipitation estimates and observed rainguage data have shown that this data set provides useful long-term precipitation estimates for Africa (Ceccherini et al., 2015; Dembélé and Zwart, 2016; Toté et al., 2015). In addition, this dataset has been used in the East Africa region previously to provide high resolution and combined gauge-satellite precipitation estimates (Ayana et al., 2016; Pricope et al., 2013). In this study, the precipitation data, in WGS-84 coordinate system, was resampled to 8km using nearest neighbour approach to match the LAI spatial resolution and used to compute the Antecedent Precipitation Index (API) according to Heggen (2001) as shown in (I). API reflects antecedent soil moisture conditions and is therefore appropriate in quantifying land-atmosphere relations.

\[ API_j = k \times API_{j-1} + P_j \]  

Where \( API_j \) is API at month \( j \), \( k \) is a decay constant which generally ranges between 0.80 and 0.98 (Feng et al., 2015; Heggen, 2001), \( API_{j-1} \) is API in the previous month and \( P_j \) is the precipitation at month \( j \). In this study the decay constant was set at average value of 0.90 and the initial API value was considered as the average daily precipitation for October to December prior to the study period 1982 - 2011.

Minimum and maximum temperature data was obtained from a high resolution daily meteorological dataset developed by Princeton university hydrology group for East Africa (Chaney et al., 2014; Sheffield et al., 2006). This dataset was created by downscaling the National Centers for Environmental Prediction–National Center for Atmospheric Research (NCEP–NCAR) reanalysis, adjusting for temporal inconsistencies and assimilating quality controlled and gap-filled Global Summary of the Day (GSOD) in situ measurements to remove random errors. The temperature dataset was also resampled to 8km spatial resolution at a monthly time-step to correspond to the LAI and precipitation data.
2.4 Land cover/use data

Accurate identification of land cover types is vital for the characterization of vegetation dynamics. The 8km spatial resolution AVHRR-based land cover data set with University of Maryland global Land Cover Classification scheme (Hansen et al., 1998) was used in this study.

3 Methods

3.1 Characterization of Vegetation Dynamics

The characterization of vegetation dynamics was performed on a pixel by pixel basis. The Thiel–Sen median slope method and Mann–Kendall significance test were used for the long term trend analysis and the Hurst exponent was then applied to assess the persistence of vegetation trends. Each of these methods is explained in detail in the following sections.

3.1.1 Long-term trend analysis

The Thiel-Sen median slope estimator, used in this study, is a non-parametric method widely used in estimating trends to reduce the effects of outliers, tied values and errors in the trend estimate. Its application in vegetation research has shown great potential to identify long-term trends (Fensholt et al., 2012, 2013; Marshall et al., 2012; Teferi et al., 2015). This method computes the slopes between all n(n-1)/2 pair wise combinations in a time series and uses the median slope to characterize the trend in the overall time series. Monthly LAI data was used as opposed to data aggregated to annual means to preserve length of the time series. The significance of the trend was determined using the Mann-Kendall test. This method has been widely used in combination with Thiel-Sen median trend analysis to evaluate the significance of trend in vegetation time series data (Fensholt and Proud, 2012; Marshall et al., 2012; Teferi et al., 2015).

Seasonal variations in LAI data influence the detection of long term trends in the time series analysis. We therefore used standardized anomalies (Z-scores) to remove the seasonality in the LAI dataset for trends and variability analysis (Boschetti et al., 2013; Ceccherini et al., 2014; Teferi et al., 2015). In addition, the sub-annual sampling nature of the time series induces serial autocorrelation, which often leads to an over- or underestimation of the statistical significance of observed trends (Wang et al., 2015; Yue and Wang, 2002). We therefore used the trend-preserving pre-whitening procedure proposed by Yue et al. (2002) to remove the autocorrelation component in the de-seasoned monthly LAI time series based on a lag-one autoregressive model. The computed trends were categorized at the 95% confidence band, into four types namely; increasing, decreasing and steady ($p \geq 0.05$) increase and decrease.
3.1.2 Persistence of vegetation trend

The potential future trends in LAI time series data were evaluated by considering whether the long-term variation in the data was random or continuous. The Hurst exponent (H), which was proposed by Hurst (1951) and improved by Mandelbrot and Wallis (1969), has been widely used to evaluate the persistence of trends in time series data. The commonly used approach to compute H is the rescaled range (R/S) technique and its application in vegetation time-series analysis is well documented (Jiapao et al., 2015; Ndayisaba et al., 2016; Tong et al., 2016). The value of H ranges from 0 to 1 and is typically categorized into three levels (H<0.5, H=0.5 and H>0.5). H < 0.5 indicates “anti-persistent behaviour” (or negative autocorrelation) in the time series, meaning trends are likely to revert to their long-term mean. H=0.5 indicates that the time series is a random process and therefore future trends are not correlated with the trend in historical data. H > 0.5 indicates a “persistent behaviour” in the long term and therefore historical trends are likely to prevail in the future. Following the approach of Tong et al. (2016), the LAI trends and H values were superimposed and classified as shown in Table 1.

3.2 Relationship between LAI and climatic variables

3.2.1 Temporal correlation analysis

The vegetation-climate interactions were assessed based on instantaneous and lead/lag correlations as well as a statistical feedback parameter. The standardized datasets were linearly de-trended prior to the correlation analysis and estimation of the feedback parameter. In the correlation analysis, the non-parametric spearman’s rho was calculated on a pixel by pixel basis and evaluated at the 95% significance level. Vegetation-climate interactions are typically non-linear hence the spearman’s rho is the most appropriate for assessing their relationships and has been widely used to relate vegetation indices to climate variables (Hamunyela et al., 2013; Zeng et al., 2013). A maximum of three-month lead/lag period was considered in the analysis of climate forcing on vegetation and vice versa.

Conventional lead/lag correlation analysis does not necessarily express vegetation feedback on climate but rather represents qualitatively the characteristics of vegetation-climate interaction (Notaro et al., 2006). A further step was therefore carried out to determine the strength of the vegetation forcing on climate based on a feedback parameter (Liu et al., 2006; Nataro et al., 2008; Notaro, 2008; Zhang et al., 2011). The estimation of the feedback parameter for vegetation influence on atmospheric variables is clearly outlined in Liu et al. (2006). This parameter represents the instantaneous local response of atmosphere to vegetation variations (i.e the fraction of variability in climatic variables attributed to variations in vegetation). It was computed as a ratio of lagged covariance between vegetation and climate to lagged covariance of vegetation based on monthly data as shown in (2).

\[
\lambda_A = \frac{\text{Cov}(V(t-\tau), A(t))}{\text{Cov}(V(t-\tau), V(t))} \quad (2)
\]
Where $\lambda_A$ is the feedback parameter or efficiency, $V$ is LAI, $A$ is climate variable (API or temperature) and $\tau$ is the time lag. Upto three month lags were used and the feedback parameter was computed as the weighted average from the three lags using weights of 1.0, 0.5 and 0.25 for lags 1, 2 and 3, respectively. Following Notaro et al. (2006), the statistical significance of the feedback parameters was assessed using the Monte Carlo bootstrap approach in which $\lambda_A$ was repeatedly computed 1000 times based on random permutations of the climate time series and the original LAI time series at each grid point. The cumulative probability produced was then used to judge the significance of the original $\lambda_A$ in terms of the percentage of permutation-based parameters at least as extreme as the original $\lambda_A$. Significant positive (negative) $\lambda_A$ signifies a significant positive (negative) forcing of LAI on the climatic variable.

3.2.2 Spatial regression analysis

Spatial variability in the LAI-climate relationship was explored using Geographically Weighted Regression (GWR) and spatial regression analysis. For this analysis, the monthly LAI, API, Tmin and Tmax time series was aggregated to seasonal quantiles for the DJF (December - February) and MAM (March – May) seasons. A random sample encapsulating 25% of the total pixels was then selected after removing NoData cases resulting to a total of 7,179 data points. A total of four models, shown below as I-IV, were formulated to explore the spatially variable relationship between LAI, API and temperature.

I: $\text{LAI}_{\text{MAM}} = \text{API}_{\text{DJF}} + \text{API}_{\text{MAM}} + \text{TMIN}_{\text{DJF}} + \text{TMIN}_{\text{MAM}} + \text{TMAX}_{\text{MAM}}$

II: $\text{LAI}_{\text{MAM}} = \text{API}_{\text{MAM}} + \text{TMIN}_{\text{MAM}} + \text{TMAX}_{\text{MAM}}$

III: $\text{API}_{\text{MAM}} = \text{LAI}_{\text{DJF}} + \text{LAI}_{\text{MAM}} + \text{TMIN}_{\text{DJF}} + \text{TMIN}_{\text{MAM}} + \text{TMAX}_{\text{MAM}}$

IV: $\text{API}_{\text{MAM}} = \text{LAI}_{\text{MAM}} + \text{API}_{\text{DJF}} + \text{TMIN}_{\text{DJF}} + \text{TMIN}_{\text{MAM}} + \text{TMAX}_{\text{MAM}}$

An OLS model is based on the assumption that the derived parameters apply globally over a region of study with no consideration of the location of specific sites from which measurements were observed. However, a multiplicity of studies has shown that vegetation-climate relationships vary spatially in both the magnitude and sign of model parameters. Consequently, a local model such as GWR is deemed appropriate to account for spatial non-stationarity in the vegetation-climate relationship (Fotheringham et al., 2002). The GWR method and underlying principles is widely documented (Foody, 2003; Fotheringham et al., 2002; Kang et al., 2014; Zhao et al., 2014). In summary, GWR extends the conventional global OLS by including geographical location parameter for the coefficients as shown in (3).

$$y_i = \beta_0(u_i,v_i) + \sum_k \beta_k(u_i,v_i) x_{ik} + \varepsilon_i \quad (3)$$

Where $(u_i,v_i)$ denotes a vector of coordinates of the point $i$ at which the parameters are to be estimated, $\beta_0(u_i,v_i)$ is the intercept, and $\beta_k(u_i,v_i)$ is the local parameter estimate for independent variable $x_{ik}$, while $\varepsilon_i$ is the random error term residual at the same location, which is assumed to be randomly distributed. The $\beta_0$ and $\beta_k$ parameters (i.e intercept and slope, respectively) in (3) are estimated based on a spatial weighting approach which involves a user-defined spatial kernel (fixed or adaptive) which is characterized by a geometric shape (square or circle), bandwidth (the rate at which a given point is
influenced by neighbouring points), and a functional formulation (gaussian, exponential, bi-square) (Fotheringham et al., 2002). In a matrix form, these parameters can be estimated as:

\[ \hat{\beta}(u_i, v_i) = (X^TW(u_i, v_i)X)^{-1}X^TW(u_i, v_i)Y \]  \hspace{1cm} (4)

Where \( \hat{\beta}(u_i, v_i) \) represents the unbiased estimate of the regression coefficient at a given location while \( W(u_i, v_i) \) is the weighting matrix which guarantees that observation near to the specific location has more influence on the analysis, and \( X \) and \( Y \) are matrices for independent and dependent variables, respectively. Unlike autoregressive models and geostatistical methods which use additional regression term and variogram, respectively, to represent spatial dependence, GWR incorporates spatial dependence in each of the local regression equations. An adaptive bi-square function was used to specify the weights in this study. The optimum bandwidth \( (b) \) is a critical issue in the GWR analysis as it contributes to decrease of bias in models. Although smaller bandwidths produce parameter estimates with lower bias, these estimates are also characterized by large standard errors due to a small number of samples used to calibrate each locally weighted regression.

To establish the optimum \( b \), we used the corrected Akaike information criterion (AICc) (Hurvich and Tsai, 1989; Kang et al., 2014; Zhao et al., 2014). The GWR analysis was further compared to Ordinary Least Squares (OLS) regression analysis using AICc, coefficient of determination (R\(^2\)) and sigma\(^2\). In addition, global and local Moran indexes (Moran’s I) were used to assess presence of spatial autocorrelation in the residuals of the models. The Moran’s I has an expected value near zero for a large number of samples under the null hypothesis that no spatial autocorrelations exist among variables. Positive and negative autocorrelations are indicated by positive and negative values.

4 Results

4.1 Temporal trend in LAI

The three trend types namely increasing, decreasing and stable \( (p \leq 0.05) \) accounted for 13%, 3% and 84% respectively, of the total vegetated area in the region. Areas with significant increasing and decreasing trend at the 95% confidence level are shown in Figure 2a. Northern Kenya shows significant negative trends mainly in Marsabit national park and reserve, and Turbi forest areas. Small patches of Tsavo national park also exhibit significant decreases in LAI. Increasing trends are more prevalent in northern Uganda, a region characterized by woodlands and wooded grasslands. Increasing trends are also evident in many cropped areas of Rwanda and Burundi and southern parts of Tanzania, particularly in Selous game reserve and Ruaha national park. The distribution of the magnitude of significant trends over different land cover types is shown in Figure 2b. The mean LAI trend in evergreen broadleaf forest, deciduous broadleaf forest and cropland classes was mainly positive while open and closed shrubland showed decreasing trends.
4.1.2 Persistence of vegetation trends

Across the region, values of H ranged between 0.41 and 0.98 with a mean of 0.6 which implies wide-spread sustainability in the LAI trends in the region. The areas with persistent LAI trends (H > 0.5) accounted for 99.8% of the total vegetated area, indicating that most vegetation cover in the region is likely to maintain historical trends. The anti-persistent areas account for a small proportion (0.2%) of the study region. Although mean H values across different land cover types were relatively similar, high values were prevalent in deciduous broadleaf forest, open shrubland and croplands, while low levels of persistence were prevalent in woodlands, grassland and evergreen broadleaf forest.

The LAI trend and H values were combined into six classes (Table 1) to show potential future vegetation trends in the region as shown in Figure 3. Areas with high H values correspond to areas with high significant positive and negative LAI trends. Sustained and steady development (H > 0.5 and \( p \geq 0.05 \)) accounted for most of the study region (84.1%) of which sustained positive (SSPD) and negative (SSND) changes were indicated in 51.9% and 32.2% of the study region, respectively. All the pixels with anti-persistent trends (H < 0.5) also indicated insignificant LAI trends (\( p \geq 0.05 \)) and were therefore categorized as undetermined development areas (UD, 0.2% of the study region).

4.2 Vegetation-climate temporal correlation analysis

4.2.1 Instantaneous correlation

The instantaneous correlations (shown in Figure 4) were stronger for API compared to temperature. Most of the region indicates significant positive correlations with API. Across the western parts of the region, LAI is moderately but significantly and positively correlated with API. The majority of Kenya and Northern Tanzania showed a strong positive correlation with API. These areas are mainly characterized by woodlands and grasslands. This reflects a strong sensitivity of vegetation to rainfall in these areas. Temperature was mainly negatively correlated with LAI in the region.

4.2.2 Correlations with leading climatic variables

A lag-time effect in the climate forcing on vegetation was evident and it varied across the region. API, minimum and maximum temperature showed more than one month lags in 8.9%, 54.7% and 36.9% of the significantly (\( p<0.05 \)) correlated areas, respectively. Delayed response to minimum temperature was prevalent in woodlands and grasslands while delayed response to maximum temperature was more prevalent in woodlands, grasslands and closed shrublands. Across all the landcover types, there was a high rate of delayed response to API but was mostly prevalent in woodlands.

The spatial distribution of the maximum significant correlations between LAI and API, Tmin and Tmax, with the climatic variables leading by one to three months, is shown in Figure 5. Although API showed a more instantaneous relationship with LAI, the API-lead correlations were also positive and highly significant emphasizing the predominance of precipitation.
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forcing on vegetation in the region. Based on all the analyzed time-lags, LAI was significantly and negatively correlated with API in 4.4% ($\rho = -0.38$ to -0.11) of the vegetation-covered area. Significant positive correlation between LAI and API was exhibited in 79.6% ($\rho = 0.11$ to 0.72) of the area. Leading maximum temperature exhibited a stronger negative forcing on vegetation when compared to minimum temperature. On the other hand, 12.2% and 17.1% of the area exhibited positive ($\rho = 0.10$ to 0.30) and negative ($\rho = -0.31$ to -0.10) correlations with minimum temperature respectively while 2.8% and 54.0% of the area exhibited positive ($\rho = 0.10$ to 0.27) and negative ($\rho = -0.54$ to -0.00) correlations with maximum temperature respectively. Regarding API, the correlation coefficient was higher for positive correlation than for negative correlation. This shows that LAI variations in the region are more sensitive to precipitation with a generally positive correlation. The results from correlation analysis with leading climatic variables indicate a possibility to predict vegetation dynamics using API, particularly in water limited areas of East Africa.

The influence of vegetation type on the correlations between LAI and leading climatic variables were also examined. Figure 6 shows the distribution of correlation in different landcover types with leading API, Tmin and Tmax at the 95% confidence. Regarding Tmax, mean correlation across the land cover classes is mainly negative while Tmin show somewhat equal distribution of negative and positive correlations across the landcover types.

### 4.2.3 Correlations with leading LAI

Correlations with LAI leading can be used to qualitatively infer vegetation influence on climate. LAI-leading correlation analysis showed that vegetation exerted varied significant influence on both temperature and API. Figure 7 shows the spatial distribution of the vegetation influence on API and temperature while Figure 8 shows the significant correlations for each land cover type. Overall, the influence on API was more significant compared to temperature. Compared to leading climate correlations, leading LAI present more widespread positive significant correlations indicating more significant positive vegetation forcing on climate. The results also indicate a lower sensitivity of Tmin to vegetation with positive correlations mainly exhibited in areas with significant increasing vegetation. In contrast, a large spatial extent shows significant correlation between leading-LAI and Tmax, somewhat equally composed of negative and positive correlation. The prevalence of positive (for API) and negative (for temperature) correlations suggest corresponding positive and negative influence on API and temperature by vegetation, respectively.

### 4.2.4 Strength of vegetation feedback on climate

Figure 9 shows the feedback parameters for API, Tmin and Tmax. Consistent with the correlation analysis with leading LAI (Figure 7), vegetation feedback on API is statistically significant at 95% level in most parts of the region as also found by Liu et al. (2006). Across the study period, stronger vegetation feedback was found with API than temperature. In addition, the feedback was stronger for Tmin than Tmax which is in contrast with results obtained by Wi et al. (2011) over China. For Tmin, negative feedbacks dominate with a moderate areal extent achieving a significance level of $p<0.05$. Across the region, vegetation exhibits an asymmetric influence on Tmax and Tmin. Smaller and less significant effects on Tmax are exhibited.
compared to those on Tmin and API across the region. Wi et al. (2011) attributed the asymmetric effects of vegetation on Tmin and Tmax to the diurnal asymmetry in its forcing on the surface energy balance. Significant positive vegetation effects on Tmin and Tmax were shown in areas of southern Tanzania which corresponds with regions with significant positive LAI trends, as well as significant positive correlations between leading LAI with Tmin and Tmax. This may have been achieved due to larger positive effects of decrease in surface albedo due to increase in LAI (thus increased solar heating) than the negative effects of increased evaporative cooling from increased vegetation in those areas (Zhang et al., 2009).

4.3 The spatial patterns of LAI-climate relationships

4.3.1 Model performance

Table 2 shows the performance of different models as well as results of the auto-correlation test on the residuals of each model. The model accuracy and precision statistics are in terms of AICc, $R^2$, $\sigma^2$, Moran’s I. Generally, GWR showed better performance compared to OLS. All models achieved an adjusted $R^2$ over 0.7, except OLS models I and II which achieved adjusted $R^2$ values of 0.68 and 0.59, respectively. In addition, these models (OLS models I and II) achieved significantly high Moran's I on regression residuals (0.53 and 0.63, respectively), indicating that they were mis-specified. With LAI as the dependent variable (models I and II), the GWR model produced more accurate simulations in all cases as shown by higher $R^2$ values, lower AICc, $\sigma^2$ and Moran’s I values compared to the OLS models. With API as the dependent variable (models III and IV), the GWR model IV was the best with $R^2$ compared to 0.97 for OLS. The AICc for this model was 9086 and 29926.90, while the $\sigma^2$ was 0.34 and 1.94 for GWR and OLS, respectively. As indicated by the $R^2$ values, the explanatory variables in the GWR in model III could explain up to 98% of the variance in API. Detailed descriptive statistics of the parameters for models I and IV for both OLS and GWR are shown in Table 3 while the improvements in GWR are compared to OLS analysis for models I and IV as shown in Table 4. The inclusion of DJF API as a predictor in model IV significantly improved the predictability of MAM API showing that the moisture condition in the region during the long-rains season can be significantly influenced by the moisture levels during the preceding dry season across the region. However, this led to an increase in Moran’s I statistic which shows that a more significant spatial structure exists in the residuals.

4.3.2 Spatial dependence in the relationships between LAI and climatic factors

The relationship between LAI and climatic variables showed significant spatial heterogeneity as indicated by a wide range of local regression coefficients (Table 3). According to Fotheringham et al. (2002), parameter non-stationarity is evident when the inter-quartile range of local parameter estimates is greater than the ±1 standard deviation of the equivalent OLS parameter estimate. As shown in Table 3, all the inter-quartile ranges of estimated local parameters in model I fall outside the ±1 standard deviation of equivalent OLS parameters. The OLS estimates for the parameters of $API_{MAM}$, $TMIN_{DJF}$ and $TMAX_{MAM}$ are within the 25% quartile and median range indicating that most of the GWR estimates for these variables were
much higher. Global parameter estimates for $T_{MIN_{MAM}}$ and $API_{DJF}$ in this model are within median and 75% percentile range of local estimates. These estimates imply that the relationship between LAI and the climatic variables is spatially non-stationary. In model IV, the global parameter estimate for $T_{MIN_{DJF}}$ is greater than the 75% percentile of the local estimate indicating that most of the estimates in the GWR are lower than the OLS estimate while the global estimate for $T_{MAX_{MAM}}$ is lower than 25% percentile of the local estimate. As indicated by high positive coefficient, $API_{DJF}$ was the most important exploratory factor in MAM API in both local and global regression analysis. $TMAX_{MAM}$ was not a significant explanatory factor for both LAI and API hence was not considered in both the local and global regression analysis.

Residual autocorrelation is a key manifestation of spatial dependence between pairs of point-referenced observations at a given spatio-temporal distance apart hence it is commonly used as a model diagnostic measure and is predominantly expressed in terms of Moran’s I statistic. The spatial correlograms for the residuals of models I and IV under OLS and GWR are shown in Figure 10. The GWR correlograms indicate significant negative Moran’s I values for the first lag while the other values are significantly low in both models. In the OLS models, residuals up to lag 6 in model I and 9 in model IV are significantly and positively auto-correlated. This confirms the superiority of GWR in addressing spatially auto-correlated error terms compared to OLS analysis.

5 Discussion

The expanding archive of timely and high spatial resolution satellite earth observations offers prospects for the assessment of regional dynamics of land surface variables. The current analyses and results support the evidence that East Africa has been characterized by geographically extensive patterns of varied vegetation dynamics (also found by a number of studies e.g Hoscilo et al., 2015; Landmann and Dubovyk, 2013; Pricope et al., 2013). The results presented here, which to a large extent correspond with the findings of Hoscilo et al. (2015), also provide a view of vegetation dynamics that could be used to fully appreciate where significant changes have occurred in the region. In Northern Uganda and southern parts of Tanzania, persistently increasing LAI trends were found which indicates continued increasing trends in the future. The predominant sustained and positive LAI trends found in the region give a positive picture on regional sustainability of vegetation cover. The significant and persistent negative trends in north-central and southern Kenya coincide with significant decline in precipitation and can be attributed to climatic effects as also reported by Hoscilo et al. (2015). The pattern of consistently declining vegetation extending from Southern Ethiopia, through central Kenya into central Tanzania (an area categorized as a pastoral zone) was also reported by Pricope et al. (2013) based on NDVI data over 1982-2011 period. They also reported an alarming decline in shrub and potential expansion of grass- and cropland in those areas between 2001–2003 and 2007–2009. Thus the decline in LAI in our analysis could be a combined effect of climate as well as replacement of shrubs by grass and crops with lower LAI values.

Both instantaneous and lead/lag correlations between anomalies of LAI and API and temperature were also assessed over East Africa. The lead/lag climate/LAI correlation analysis is vital in inferring qualitative characteristic of large- scale
vegetation–climate interaction. It is well accepted that the trajectory of vegetation dynamics is mainly a function of climate-related factors which determine vegetation growing conditions (Gao et al., 2016; Nemani et al., 2003; Wu et al., 2015), and human activities which alter the seasonal and gradual changes in vegetation (Pfeifer et al., 2013). In addition, time lags which varied across different biomes in the vegetation response to climatic factors was found as also observed in previous studies (Wu et al., 2015). We primarily focused on vegetation response to climatic factors thus impacts of human activities were not quantified. The distribution of correlation between LAI and climate factors not only relate to spatial variation in climatic variables, but also the distinctive spatial vegetation heterogeneity in the region which may create some uncertainties in the climate forcing on vegetation. The slow variance of LAI is exceeded by the large internal atmospheric variability thus instantaneous correlations show mainly the vegetation response to climatic variables. However, some of vegetation feedback on climate may also be encapsulated in the instantaneous correlations (Notaro et al., 2006). In the arid and semi-arid areas in the region, temperature exceeds the minimum required for vegetation growth but moisture is limited, thus vegetation activity is mainly sensitive to drought stress. In addition, the fast response to precipitation is attributable to the land cover in these areas which is mainly composed of grasses and shrubs. Areas with significant positive LAI-API instant correlation were dominant indicating the vital role of soil moisture in vegetation dynamics in the region.

The leading climate correlations show widespread significant negative correlation with Tmax compared to Tmin while API shows mainly positive correlation. This emphasizes on the predominant precipitation forcing on vegetation in the region which is consistent with findings of Alessandri and Navarra (2008). It is also clear that areas with significant LAI trends do not show significant instantaneous correlations with API but show significant negative correlation with leading API which implies increased green up during the dry season. These areas are mainly composed of forest cover thus our results are consistent with finding in other studies which attributed the decline in vegetation activity to a decrease in solar radiation and temperature as a result of cloud cover during the wet season (Brando et al., 2010; Hilker et al., 2014; Hutyra et al., 2007; Samanta et al., 2012). Spatial extent of the negatively correlated areas with leading API increase with longer time lags. Due to the expected growth in greenhouse gas concentrations, Cook and Vizy (2012) projected severe decreases in the number of growing-season days in East Africa by the mid-twenty-first century. In addition, Cook and Vizy (2013) analysed the associated declines in rainfall during the growing season and found 1–2 mm day$^{-1}$ decrease in precipitation rates in southern Kenya and Tanzania in 21st Century compared to 20th Century simulation, which they associated with anomalous moisture transport and divergence in the overlying layer responsible for transporting moisture away from the region and into the Congo basin. Adhikari et al. (2015) reported that the expected increase in Tmin and Tmax in the region ranges from 1.4°C to 5.5°C by 2090s. Although these and many more studies have highlighted inherent uncertainties in their findings, the projected climate changes in the region are likely to exert even stronger influence on vegetation dynamics in the region.

Correlations with leading LAI show significant vegetation forcing on precipitation in the region, also reported by Alessandri and Navarra (2008). Significant positive vegetation forcing on Tmin and Tmax is indicated in areas with significant LAI trends. Most parts of Kenya and central Tanzania show significant positive feedback on API. Although Tmax shows significant correlation with leading LAI in larger spatial extent compared to Tmin, the spatial extent of significant feedback
parameters is higher in Tmin than Tmax. Strong negative feedback on both Tmin and Tmax correspond with significant decreasing LAI trends in the region. The regions with significant positive feedback on Tmin and Tmax in southern Tanzania also correspond with significant positive correlations and significant positive LAI trends. The significant high positive vegetation feedback on precipitation shown in Figure 9 is partly due to the fast vegetation response to API in the arid and semi-arid areas (Figure 5) mainly characterized by shrubs and grasses (Liu et al., 2006). Generally, the areas with negative feedback on Tmin and Tmax correspond with significant negative LAI and API trends in the arid and semi-arid areas in the region. Based on findings of Zhou et al. (2007), decrease in vegetation cover and soil wetness is likely to increase Tmin and thus reduce diurnal temperature range over semi-arid regions such as northern Kenya. The GWR analysis shows the significance of non-local effects in the analysis of relationships between LAI and climatic variables. Based on the coefficient values in GWR, API and Tmin showed higher influence on LAI as also shown in the correlation analysis. The findings of this study together with those of other studies indicate the value of vegetation-atmosphere interactions for enhanced understanding of the vegetation impacts on land-atmosphere coupling. However, there is need to further shed light on the indirect physical mechanisms in the vegetation forcing on climatic variables in the region based on process based approaches. In addition, remote vegetation and oceanic forcing should be considered to fully attribute vegetation influence on land-atmosphere coupling in the region. It is also worth noting that higher resolution LAI and climatic data might present significantly varying results since a large proportion of the study area is mainly arid and semi-arid thus at 8 km spatial resolution the actual LAI dynamics may not be well capture.

6 Conclusions

This paper focused on understanding the spatial-temporal variations in LAI during 1982-2011 period over East Africa based on robust non-parametric trend tests. In addition, lead/lag correlations between LAI and API, Tmin and Tmax from observations were estimated. Local vegetation forcing on climatic variables was also analysed based a statistical method which isolates vegetation feedback on climatic variables from the atmospheric noise. We find hotspots with significant LAI declines over the last 30 years thus signifying areas of potential land degradation and increased vulnerability to climate change in the future. Although potential climatic degradation has been cited in these areas, other factors such as population pressures and declining land health should be considered in future studies in the region. The region is mainly characterized by sparse vegetation mainly composed of grass and shrubs thus at the 8 km spatial resolution used in this study, some gradual and abrupt vegetation changes may be masked. We therefore recommend further analysis at higher spatial resolution. The vegetation-climate correlation and regression analysis successively provided a qualitative view of the interactions between vegetation and climate. The feedback parameter provided a simple approach for estimating the strength of vegetation forcing on the climatic variables, albeit it’s inherent limitations. However, the results will strongly benefit from consideration of other indirect physical mechanism influencing the land-atmosphere coupling. This can easily be achieved...
through use of well parameterized land-atmosphere coupled models solving both the land surface water and energy balance in a coupled manner. Future interests in this region should therefore attempt to exploit different pathways in the land-atmosphere feedbacks for enhanced predictability of the direction and magnitude of the land surface feedbacks.
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Table 1: Classification of vegetation dynamics persistence based on LAI trends (1982–2011) and the H value

<table>
<thead>
<tr>
<th>Trend</th>
<th>Persistent (0.5 &lt; H &lt; 1)</th>
<th>Anti-Persistent (0 &lt; H &lt; 0.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increasing (p&lt;0.05)</td>
<td>Positive Development (PD)</td>
<td>Anti-persistent Positive Development (APD)</td>
</tr>
<tr>
<td>Steady Increase (p≥0.05)</td>
<td>Sustained and Steady Positive Development (SSPD)</td>
<td>Undetermined Development (UD)</td>
</tr>
<tr>
<td>Steady Decrease (p≥0.05)</td>
<td>Sustained and Steady Negative Development (SSND)</td>
<td></td>
</tr>
<tr>
<td>Decreasing (p&lt;0.05)</td>
<td>Negative Development (ND)</td>
<td>Anti-persistent Negative Development (AND)</td>
</tr>
</tbody>
</table>

Table 2: Comparison of model performance between OLS and GWR

<table>
<thead>
<tr>
<th>Model</th>
<th>AICc</th>
<th>Adjusted R²</th>
<th>Adjusted R²</th>
<th>Moran’s I</th>
<th>Moran’s I</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>OLS</td>
<td>12051.81</td>
<td>0.68</td>
<td>0.56</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>GWR</td>
<td>4197.91</td>
<td>0.94</td>
<td>0.25</td>
<td>-0.023</td>
</tr>
<tr>
<td>II</td>
<td>OLS</td>
<td>13801.64</td>
<td>0.59</td>
<td>0.63</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>GWR</td>
<td>4241.29</td>
<td>0.92</td>
<td>0.28</td>
<td>-0.020</td>
</tr>
<tr>
<td>III</td>
<td>OLS</td>
<td>45904.85</td>
<td>0.73</td>
<td>5.92</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>GWR</td>
<td>30113.92</td>
<td>0.98</td>
<td>1.52</td>
<td>0.004</td>
</tr>
<tr>
<td>IV</td>
<td>OLS</td>
<td>29926.90</td>
<td>0.97</td>
<td>1.94</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>GWR</td>
<td>9086.04</td>
<td>1.00</td>
<td>0.34</td>
<td>-0.015</td>
</tr>
</tbody>
</table>

Table 3: Descriptive statistic of parameter estimates for models I and IV from both OLS and GWR

<table>
<thead>
<tr>
<th>Model</th>
<th>Variable</th>
<th>OLS</th>
<th>GWR</th>
<th>25% quartile</th>
<th>Median</th>
<th>75% quartile</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Intercept</td>
<td>2.225</td>
<td>0.168</td>
<td>-4.997</td>
<td>0.716</td>
<td>5.851</td>
</tr>
<tr>
<td></td>
<td>API_DIF</td>
<td>0.121</td>
<td>0.068</td>
<td>-0.075</td>
<td>0.034</td>
<td>0.150</td>
</tr>
<tr>
<td></td>
<td>API_MAM</td>
<td>-0.041</td>
<td>0.011</td>
<td>-0.069</td>
<td>0.017</td>
<td>0.117</td>
</tr>
<tr>
<td></td>
<td>TMN_DIF</td>
<td>-0.083</td>
<td>0.033</td>
<td>-0.453</td>
<td>0.006</td>
<td>0.437</td>
</tr>
<tr>
<td></td>
<td>TMN_MAM</td>
<td>0.231</td>
<td>0.007</td>
<td>-0.729</td>
<td>0.043</td>
<td>0.887</td>
</tr>
<tr>
<td></td>
<td>TMAX_MAM</td>
<td>-0.168</td>
<td>0.006</td>
<td>-0.958</td>
<td>-0.150</td>
<td>0.684</td>
</tr>
</tbody>
</table>
Table 4: ANOVA comparison results for models I and IV

<table>
<thead>
<tr>
<th>Model</th>
<th>Source</th>
<th>SS</th>
<th>DF</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Global Residuals</td>
<td>2248.321</td>
<td>7172.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>GWR Improvement</td>
<td>1789.629</td>
<td>1831.542</td>
<td>0.977</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GWR Residuals</td>
<td>458.692</td>
<td>5340.458</td>
<td>0.086</td>
<td>11.376</td>
</tr>
<tr>
<td></td>
<td>Global Residuals</td>
<td>27117.103</td>
<td>7171</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td>GWR Improvement</td>
<td>26305.601</td>
<td>2125.145</td>
<td>12.378</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GWR Residuals</td>
<td>811.502</td>
<td>5045.855</td>
<td>0.161</td>
<td>76.967</td>
</tr>
</tbody>
</table>
Figure 1: Location of the study area and land cover types defined using the International Geosphere-Biosphere Programme classification scheme (EBF: evergreen broadleaf forest; DBF: deciduous broadleaf forest; WL: Woodland; WGL: Wooded Grassland; CS: Closed Shrubland; OS: Open Shrubland; GL: Grassland; and CL: Cropland)
Figure 2: Spatial patterns of long term trends in standardized anomalies of LAI, API and Tmin (a, c & d, respectively), and LAI trend for different land cover types (b). The trends are in standardized units per year and only significant trends at 95% significance level are shown.
Figure 3: Spatial distribution of persistence of LAI trends (the abbreviations in the legend are defined as Positive Development (PD), Sustained and Steady Positive Development (SSPD), Sustained and Steady Negative Development (SSND), Negative Development (ND) and Undetermined Development (UD))

Figure 4: Instantaneous correlations between monthly LAI anomalies and monthly anomalies of (a) API, (b) Minimum temperature, and (c) Maximum temperature. Only significant (p = 0.05) correlations are shown.
Figure 5: Maximum correlation coefficient between anomalies of LAI and leading (a) API, (b) minimum temperature and (c) maximum temperature anomalies at one to three leading months. Only significant ($p=0.05$) correlations are shown.

Figure 6: Distribution of correlation coefficient in different landcover types with leading (a) API, (b) Tmin and (c) Tmax. Only significant ($p=0.05$) correlations are shown.
Figure 7: Maximum correlation coefficient between leading LAI and (a) API, (b) minimum temperature and (c) maximum temperature anomalies at one to three month lags. Only significant ($p=0.05$) correlations are shown.

Figure 8: Distribution of correlation coefficient in different landcover types between leading LAI and (a) API, (b) Tmin and (c) Tmax. Only significant ($p=0.05$) correlations are shown.
Figure 9: LAI feedback efficiency on (a) API, (b) Tmin and (c) Tmax. Mean feedback efficiency is computed as the weighted average of the feedback efficiencies at one to three-month lags. Only significant (\(p=0.05\)) efficiency values are shown.

Figure 10: Spatial correlograms for residuals of models I and IV for GWR (a-b) and OLS (c-d).