We would like to thank the reviewer for their valuable comments, which we address point by point below. The reviewer’s original comments are shown in black and our responses are shown in blue. Line numbers in our responses refer to the revised version of the manuscript submitted herewith.

**General comments**

1. This manuscript is well written and seems suitable for publication on HESS after a minor revision.  
   Thank you.

2. I would suggest to add a chapter, at least some sentences, comparing the 25 km GCM results with state of the art RCM results (EURO-CORDEX) in terms of biases. It is not necessary to show maps but a general evaluation based on existent literature is encouraged.

   We would like to thank the reviewer for flagging this omission. In the EURO-CORDEX project, reanalysis-driven RCM ensembles were created at a low (0.44°) and high (0.11°) resolution. While direct quantitative comparisons with our results are difficult due to the precise metrics used, the following qualitative results have been obtained by studies evaluating the role of EURO-CORDEX RCM resolution for simulating European precipitation: For seasonal mean quantities averaged over large European subdomains, no clear benefit of an increased spatial resolution can be identified [Kotlarski et al., 2014]. At the same time, the 0.11° simulations better reproduce spatial precipitation patterns [Casanueva et al., 2016] and this improvement is seen both for mean and moderately heavy (95 and 97.5 daily percentiles) of precipitation [Fantini et al., 2016, Prein et al., 2016]. These benefits due to high resolution are also seen when the evaluation is carried out on the coarser 0.44° grid and are largely attributed to the better representation of orography in the higher-resolution RCMs [Prein et al., 2016]. We have added these previous results to a new paragraph of the introduction of our paper (Page 2, Line 14).

3. Few minor comment follow.

**Specific comments**

4. Page 2, line 2: General Circulation Model, is more appropriate than Global Climate Model.

   The abbreviation is used in both ways. In the context of this paper, the distinction between global and regional models is important so that we refer to our model as a Global Climate Model (GCM).

5. Page 3, line 14: Can you expand a bit on the kind of parameterization used? Is there any difference between different resolutions/versions?
The only difference between the different resolutions consists in a very small number of parameter changes that ensure numerical stability. These changes are described in [Johnson et al., 2016] (Sect. 2.2 and Table 2). We have rephrased one sentence to be more precise, saying that “parameter changes between the different resolutions have been kept to the minimum necessary to ensure numerical stability” instead of “retuning at the different resolutions has been kept to a minimum” (Page 3, Line 21). The model parameterizations are described in [Walters et al., 2011] (Sect. 3).

6. Page 4, line 20: in Figure 1,4,5,6 I would see also the intermediate resolution (N216) results. Also I suggest to plot the bias in b,c,e,f instead of the absolute value.

For mean precipitation over Europe, the intermediate resolution (N216) results are already included in the main manuscript for winter (Fig. 8) and in the supplement for the other seasons (Figures S5, S7, S9).

A version of Fig. 4 of the main manuscript including the N216 results is shown in Fig. 1. The N216 results are generally between those of N96 and N512 and we have made a corresponding remark in the caption of Fig. 4 of the main manuscript.

We show Figures 5,S2,6,S3 of the main manuscript/supplement but with
the N216 results included in Figures 2–5. Panels b,f,c,g,d,h in these figures do show the model bias and we have adapted the figure captions in the main manuscript/supplement to make this clearer. The N216 results are generally in between those of N96 and N512, and we therefore show N96 and N512 only in the main manuscript/supplement for the sake of brevity, but do include the N216 results in the summary statistics (Tables 2 and 3 of the main manuscript).

7. Page 6, figure 2: I suggest to reduce the y range to 0.4-1.0.
   We find it informative to be able to visually compare the bias reduction due to the resolution increase with the total bias, and therefore prefer to leave the y-axis range at 0–1 mm day\(^{-1}\).

8. Page 8, line 3: In order to highlight the catchment basin of the three rivers I suggest to use contours (or also the 3 rivers drawn in red colour) in figure 5a.
   This is a good idea and the three basins are now highlighted in Fig 5 of the main manuscript, and this is explained in the captions of both Fig. 4 and Fig. 5 of the main manuscript.

9. Figure 4: not clear the meaning of circles: verify the usage of the “observed maxima” description in figure 4. Also I suggest to uniform the ytick number in all of the subplots.
   The meaning of these circles is described in the caption of Fig. 4 of the main manuscript. We have made this description more precise by referring to the maxima as “block maxima” and saying how many there are in this application (#years \times #ensemble members).

10. Figure 7: please add stippling to the model bias. The same for S4 and S6.
    The model bias with respect to ERA-Interim is not statistically significant and therefore no stippling is seen in Fig. 7c,f,j of the main manuscript. The reason stippling is seen in the model-model differences is because of the larger sample sizes as several ensemble members are available.

11. Page 15, Discussion: I think that this chapter must also include a discussion relative to chapter 3 and 4 results.
    We are not entirely sure what is meant by this comment. Section 5 relates the resolution sensitivity seen in mean and extreme precipitation, described in Sections 3 and 4, to the resolution sensitivity in the storm track and due to the change with resolution of the orographic boundary conditions. Naturally, therefore, these results are referred to in Sect. 5, for example in Fig. 8 of the main manuscript showing mean precipitation biases and resolution sensitivity, in Fig. 10a,c derived from results in Sect. 4, and in the text such as at the start of Sect. 5.2 (Page 16, Line 26). We have added another introductory sentence to Sect. 5 (Page 14, Line 4) to make the role of this section in the paper abundantly clear.
Figure 2: As Fig. 5 of the main manuscript but including the N216 results. Estimated GEV parameters for December-February daily basin-average precipitation, (a-d) location parameter and (e-h) scale parameter, both in mm day$^{-1}$, and for (a,e) observations (E-OBS), (b,f) N96 bias, and (c,g) N216 bias, and (d,h) N512 bias. Stippling (hatching) shows statistically significant biases between the models and E-OBS (differences between N216/N512 and N96).
Figure 3: As Fig. S2 of the supplement but including the N216 results. Estimated GEV parameters for March-May daily basin-average precipitation, (a-d) location parameter and (e-h) scale parameter, both in mm day$^{-1}$, and for (a,e) observations (E-OBS), (b,f) N96 bias, and (c,g) N216 bias, and (d,h) N512 bias. Stippling (hatching) shows statistically significant biases between the models and E-OBS (differences between N216/N512 and N96).
Figure 4: As Fig. 6 of the main manuscript but including the N216 results. Estimated GEV parameters for June-August daily basin-average precipitation, (a-d) location parameter and (e-h) scale parameter, both in mm day$^{-1}$, and for (a,e) observations (E-OBS), (b,f) N96 bias, and (c,g) N216 bias, and (d,h) N512 bias. Stippling (hatching) shows statistically significant biases between the models and E-OBS (differences between N216/N512 and N96As Fig 2 but for June–August.
Figure 5: As Fig. S3 of the supplement but including the N216 results. Estimated GEV parameters for September-November daily basin-average precipitation, (a-d) location parameter and (e-h) scale parameter, both in mm day$^{-1}$, and for (a,e) observations (E-OBS), (b,f) N96 bias, and (c,g) N216 bias, and (d,h) N512 bias. Stippling (hatching) shows statistically significant biases between the models and E-OBS (differences between N216/N512 and N96).

It is true that the magnitude is smaller for the N216-N512 resolution increase than for the N96-N216 resolution increase. We have therefore changed our formulation to “... the precipitation response is qualitatively similar ...” (Page 16, Line 15). What is important here, however, is that the sign does not change as it does in the storm track change for N96-N216 compared to N216-N512 (Fig. S6e,h).

13. Page 20, line 30: I appreciate the bullets approach for the Conclusion but this is applied to half of the concluding remarks: the conclusion relative to 5.1 and 5.2 are not listed as bullets. Also part of the bullets is repeated in the last part of the conclusions (page 21).

This is a good suggestion and we have itemised that part of the discussion as well (Page 21, Line 14).
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We would like to thank the reviewer for their valuable comments, which we address point by point below. The reviewer’s original comments are shown in black and our responses are shown in blue. Line numbers in our responses refer to the revised version of the manuscript submitted herewith.

General comments

1. According to the Authors the main aims of the manuscript are:

   (1) to provide a benchmark for future generations of GCMs with grid spacings on the order of 10 km, as well as for km-scale RCM simulations with respect to the UPScale project atmospheric GCM (AGCM) simulations in terms of seasonal mean and extreme precipitation;

   (2) to provide a methodology (a combination of two previous applied methodologies) to evaluate extreme (daily) precipitation by fitting extreme value distributions and evaluating the model outputs over large (>50000 km²) river basins in Europe for future applications as input to impacts models.

   (3) to determine to what extent the resolution sensitivity in precipitation is due to the sensitivity to resolution of the simulated North Atlantic storm track and [...] to contrast that with the role of local forcing from the orography at different resolutions;

   With regard to aims 1 and 2, correctly, the Authors point outs that “is an obvious requirement for climate models to simulate precipitation in a realistic way if the models are to be applied, for example, in process and impact studies of the hydrological cycle […] Due to the wide range of applications, the required realism concerns all aspects of the precipitation distribution in space and time including the probability distribution function of the precipitation time series and its extremes.”.

   Unfortunately, extreme value analysis results seems to refer to averaged values over selected river basins losing the spatial distribution information that is one of the most relevant for impact studies (together with temperature analysis). The analysis of spatial distribution of extreme precipitation (and their timing) is a point to be investigated/clarified in the manuscript.

   The choice of river basins of an area of 50000 km² or more is adequate in view of the fact that the resolution of the GCMs evaluated here is between about 135 km and 25 km. For some kinds of impacts, these scales are relevant as demonstrated for example by flood events affecting much or all of a river basin of this size (e.g. [Grans et al., 2014]). We do, however, fully agree with the reviewer that for other applications smaller scales are important. For such smaller scales, higher-resolution RCM output may be preferable, but the quality of the RCM output may still largely depend on the performance of the driving GCM [Graham et al., 2007]. We have made this point clearer in the introduction (Page 2, Line 33 – Page 3, Line 3). As suggested by Reviewer 1, we have also added an additional
<table>
<thead>
<tr>
<th></th>
<th>max</th>
<th>mean</th>
<th>std. deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>N480</td>
<td>2841</td>
<td>366</td>
<td>453</td>
</tr>
<tr>
<td>N480N96</td>
<td>1977</td>
<td>337</td>
<td>370</td>
</tr>
</tbody>
</table>

paragraph summarising results obtained with the EURO-CORDEX RCM ensemble (Page 2, Lines 14–22).

2. A second point to be addressed is the sensitivity of the analysis results to the E-OBS dataset horizontal resolution (not reported in the manuscript), is it possible that the more the AGCM horizontal resolution is close to E-OBS horizontal resolution the better the results are, just because the data spatial resolution is more similar and values are not averaged in space?

This is an interesting comment and the reason why we have conducted the scale-dependent evaluation (Fig. 3 of the main manuscript) showing that this is not the case, our results are robust throughout a wide range of spatial scale. As far as extreme precipitation is concerned, this is one of the reasons to aggregate all data sets over river basins larger than 50,000 km², i.e. above the grid scale of any of the models and at a scale where E-OBS is representative (see also previous comment).

With regard to aim 3, the Authors test two alternative hypothesis the sensitivity to the large-scale circulation, specifically the North Atlantic stormtrack and to orography finding that orography effect is dominant with respect to North Atlantic stormtrack in improving precipitation description using a slightly different AGCM.

Specific comments

3. Page 10 Line 3-4 Authors write For most cases, the statistical model fits the observed maxima well, but there are a few discrepancies for larger return periods of more than about 20 years. This reasonable considering the sample size of 26 years for each ensemble member.

We agree, we cannot sample internal variability on longer timescales than the individual simulations, even with an ensemble.

4. Page 17-Section 5.2 It will be of interest to report how orography varies within the sensitivity experiment, i.e. change in maximum, mean and standard deviation.

These values are shown in Table 1.

5. Table 1. According to values reported in Tab.1, N216 simulation is the “worst” one, but it is also the same with only 3 ensemble members, of
which one is quite different from the other two in winter (Figure 2). Which will be the statistics of N96 and N512 if only 3 member are considered, or, how much does the ensemble size (for a given resolution) affect the statistics of the results? In Figure 2, it is quite evident that N216 winter values are more scattered than N96 and N512 values for the same season.

As far as Table 1 of the main manuscript is concerned, the 95% confidence intervals of European mean precipitation tend to be larger for N216 than for N96 and N512. This is indeed due to the fewer ensemble members (3) in N216. The mean values are however very similar for all three resolutions and the confidence intervals strongly overlap, so that there is no clear “worst” model.

The fact that the ensemble size differs (5 members for N96 and N512, and 3 members for N216) does not impact the conclusions drawn from Fig. 2 as can be seen from the results for individual ensemble members included in that figure. To illustrate this further, we show versions of Fig. 2 of the main manuscript but using only three randomly sampled members for the N96 and N512 models (Fig. 1). These figures are very similar to one another and to Fig. 2 in the main manuscript showing that our conclusions are robust.

Technical comments

6. Page 1 Line 5 the model resolution is indicated as 135km but in other part of the manuscript is 130km, please fix it across the manuscript

   Thank you for spotting this, we now use 135 km throughout.

7. Page 2 Line 15 introduce here the meaning of UPSCALE acronym instead of Page 3 Line 6

   This has been changed, thank you.
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Abstract. Limited spatial resolution is one of the factors that may hamper applications of global climate models (GCMs), in particular over Europe with its complex coastline and orography. In this study, the representation of European mean and extreme precipitation is evaluated in simulations with an atmospheric GCM at different resolutions between about 135 km and 25 km grid spacing in the midlatitudes. The continent-wide root-mean-square error in mean precipitation in the 25km model is about 25% smaller than in the 135km model in winter. Clear improvements are also seen in autumn and spring, whereas the model’s sensitivity to resolution is very small in summer. Extreme precipitation is evaluated by estimating generalised extreme value distributions (GEVs) of daily precipitation aggregated over river basins whose surface area is greater than 50000 km². GEV location and scale parameters are measures of the typical magnitude and of the interannual variability of extremes, respectively. Median model biases in both these parameters are around 10% in summer and around 20% in the other seasons. For some river basins, however, these biases can be much larger and take values between 50% and 100%. Extreme precipitation is better simulated in the 25km model, especially during autumn when the median GEV parameter biases are more than halved, and in the Northern European Plains from the Loire in the west to the Vistula in the east. A sensitivity experiment is conducted showing that these resolution sensitivities in both mean and extreme precipitation are in many areas primarily due to the increase in resolution of the model orography. The findings of this study illustrate the improved capability of a global high-resolution model in simulating European mean and extreme precipitation.

1 Introduction

There is an obvious requirement for climate models to simulate precipitation in a realistic way if the models are to be applied, for example, in process and impact studies of the hydrological cycle (e.g., Music and Caya, 2007; Middelkoop et al., 2001; Christensen et al., 2004), prediction at different lead times (e.g. Yuan et al., 2015; Arnell and Gosling, 2016; Scoccimarro et al., 2016), and extreme event attribution (e.g., Stott et al., 2016; Schaller et al., 2016). Due to the wide range of applications, the required realism concerns all aspects of the precipitation distribution in space and time including the probability distribution function of the precipitation time series and its extremes.
Limited grid resolution is one of the factors that may hamper model application. At the turn of the millenium, state-of-the-art Global Climate Models (GCMs) had grid spacings of several hundred kilometers (McAvaney et al., 2001). This resolution is too low for many applications, particularly so over Europe with its complex coastline and orography, and higher-resolution regional climate models (RCMs), driven at their boundaries by GCM or reanalysis data, were used to overcome this limitation. At the time, RCMs’ grid spacings were on the order of 50 km (Giorgi et al., 2001).

Model development and the availability of more and more powerful computing and data analysis facilities have changed this situation radically. Multidecadal GCM simulations can now be carried out at grid spacings of about 20 km (Jung et al., 2012; Mizuta et al., 2012; Wehner et al., 2014; Miziohinski et al., 2014; van Haren et al., 2015). This offers the possibility of using a single global physically consistent model in applications that until a few years ago were in the realm of RCM simulations (van der Linden and Mitchell, 2009). GCMs also remain important for providing initial and boundary conditions for RCMs (e.g., Kendon et al., 2010), which now yield km-scale climate simulations (Hohenegger et al., 2008; Kendon et al., 2014; Prein et al., 2015) allowing for convection-permitting simulations crucial for representing in particular sub-daily precipitation extremes (Ban et al., 2015; Kendon et al., 2017) and the soil moisture–precipitation feedback (Hohenegger et al., 2009).

Additionally, a systematic analysis of the role of resolution in RCMs has been conducted as part of the EURO-CORDEX project. The EURO-CORDEX simulations are driven by ERA-Interim reanalysis data and are available at a low (0.44°) and high (0.11°) resolution. Evaluating these simulations with respect to their representation of precipitation in Europe shows that for seasonal mean quantities averaged over large European subdomains no clear benefit of an increased spatial resolution can be identified (Kotlarski et al., 2014). At the same time, the 0.11° simulations better reproduce spatial precipitation patterns (Casanueva et al., 2016) and this improvement is seen both for mean and moderately heavy (95 and 97.5 daily percentiles) precipitation (Fantini et al., 2016; Prein et al., 2016). These benefits due to high resolution are also seen when the evaluation is carried out on the coarser 0.44° grid and are largely attributed to the better representation of orography in the higher-resolution RCMs (Prein et al., 2016).

The aims of this study are threefold. Firstly, rapid model development requires continued model evaluation, and we evaluate here the representation of European precipitation in the UPSCALE (UK on PRACE: weather-resolving Simulations of Climate for globAL Environmental risk) atmospheric GCM (AGCM) simulations (Miziohinski et al., 2014), which are still rather exceptional in their combination of model resolution, simulation length, and ensemble size. We evaluate both seasonal mean and extreme precipitation. These evaluation results are to serve as a benchmark for future generations of GCMs with grid spacings on the order of 10 km, as well as for km-scale RCM simulations. The second aim of this study is to determine to what extent the resolution sensitivity in precipitation is due to the sensitivity to resolution of the simulated North Atlantic storm track as shown in previous studies (Zappa et al., 2013; van Haren et al., 2015), and to contrast that with the role of local forcing from the orography at different resolutions. The third aim concerns the methodology used for evaluating extreme precipitation. We combine two approaches used previously: we characterise daily precipitation extremes by fitting extreme value distributions as done, for example, by Zwiers and Kharin (1998), Frei et al. (2006), and Chan et al. (2014). Furthermore, we conduct model evaluation over large (>50000 km²) river basins in Europe. At these scales, evaluation has typically been carried out for RCMs in the past, often coupled to hydrological impact models. These studies have shown that the choice of the driving GCM can be
the largest source of uncertainty in the modelling chain (Graham et al., 2007). Due to the recent increase in global model resolution, we can meaningfully evaluate a GCM at such scales in this study. For some kinds of impacts these scales are relevant as demonstrated for example by flood events affecting much or all of a river basin such as during the Elbe and Danube flood in summer 2013 (e.g., Grams et al., 2014). For applications at smaller scales RCM output may be preferable, but the quality of the RCM output may still largely depend on the performance of the driving GCM (Graham et al., 2007). Coupling to impact models is not part of our study, yet we choose to conduct the evaluation for river basins in the hope that our results will prove informative for such future applications.

The manuscript is structured as follows: section 2 describes the climate model and simulations, and the observational reference data. The mean precipitation distribution is evaluated in Sect. 3, and the representation of precipitation extremes over European river basins is evaluated in Sect 4. The roles of the North Atlantic storm track and of the orography are discussed in Sect. 5. We conclude the paper in Sect. 6.

2 Methods and data
2.1 Model ensemble

The AGCM used here, HadGEM3-GA3.0, is the Global Atmosphere 3.0 configuration of the HadGEM3 family of the Met Office Unified Model (Walters et al., 2011). We use an ensemble of simulations at three different horizontal resolutions: N96 with a grid spacing of 130-135 km at 50°N, N216 (60 km), and N512 (25 km). There are 85 vertical levels, the same at all three resolutions. These simulations were conducted within the UPSCALE (UK on PRACE: weather-resolving Simulations of Climate for globAL Environmental risk) project and their generation and analysis required exceptionally large computing resources and big data infrastructure (Mizielinski et al., 2014). These resources allowed to produce five simulations at N512 resolution, each lasting 26 years from 1986 to 2011 and using OSTIA sea surface temperature forcing (Donlon et al., 2012). Lower-resolution simulations with the same forcing were conducted at N216 resolution (3 × 26 years) and at N96 resolution (5 × 26 years). These experiments were designed to test the sensitivity of the simulated climate to horizontal resolution only and therefore retuning at parameter changes between the different resolutions has been kept to a minimum necessary to ensure numerical stability (see Demory et al., 2014; Johnson et al., 2016, for more details on this point). Convection is parameterised at all three resolutions.

We have also conducted a sensitivity experiment to test the role played by the orography boundary conditions as the resolution is increased. This experiment was conducted with the HadGEM3-GA6.0 configuration of the Met Office Unified Model (Walters et al., 2017) and is described in Sect. 5.2. HadGEM3-GA6.0 was the closest available model configuration to HadGEM3-GA3.0 at the time the sensitivity experiment was conducted. Differences between GA6.0 and GA3.0 include small adaptations to the semi-implicit semi-Lagrangian dynamical core from “New Dynamics” (Davies et al., 2005) to ENDGame (Even Newer Dynamics for General atmospheric modeling of the environment; Wood et al., 2014) and the new “5A” subgrid orographic drag parametrisation (Vosper, 2015; Wells, 2015) replacing the previous “4A” scheme (Webster et al., 2003).
2.2 Observed precipitation

We evaluate the simulated precipitation against gridded observed precipitation from the E-OBS dataset (Haylock et al., 2008), version 9. As part of the ENSEMBLES project (van der Linden and Mitchell, 2009), this dataset was designed for the evaluation of daily precipitation across Europe in RCMs at similar resolutions to the AGCM simulations used here. This makes E-OBS the dataset of choice for our purposes and we refer to differences of model precipitation from E-OBS as model biases. Nonetheless, gridded precipitation data are subject to uncertainties from both the measurement error of point observations and the limited spatial representativity of gauges (see, e.g., Frei and Schär, 1998, for an overview). A general dry bias, which can be exacerbated in mountainous terrain and for localized extremes, has been reported for E-OBS (Hofstra et al., 2009; Flaounas et al., 2012; Isotta et al., 2015).

2.3 Extreme value analysis

We evaluate daily extreme precipitation by fitting a Generalized Extreme Value (GEV) distribution to daily precipitation averaged over a number of European river basins (Table S1). We choose basins with surface areas larger than 50000 km$^2$ so that even at N96 resolution the basins will be represented by several model grid boxes. The GEV distribution is defined as in Coles (2001) and is characterized by three parameters referred to as location $\mu$, scale $\sigma$, and shape $\xi$. Illustrations of how these three parameters influence the GEV distribution will be provided in Sect. 4.1 and Fig. S1. We estimate the GEV parameters using the block maxima approach, where each block consists of daily mean precipitation in a river basin throughout one season. The estimation is carried out in a two-step process. First, we estimate $\mu$, $\sigma$, and $\xi$ for each basin and each season using maximum likelihood estimation (e.g., Coles, 2001). We find that this yields plausible spatial variations of $\mu$ and $\sigma$ with typically similar values in neighbouring basins, while there is considerable scatter in $\xi$ with no systematic dependence on the basin location or area. This indicates that the shape parameter cannot be robustly fitted for each basin separately with the available data. We therefore conduct a second estimation step, where we fix the value of $\xi$ to the average value of all basins for each season, and then, also using maximum likelihood estimation, determine the values of $\mu$ and $\sigma$ for each basin. Uncertainty in the fitted GEV parameters is estimated by parametric resampling.

3 Mean precipitation

European mean precipitation in the different seasons is shown in Table 1. HadGEM3-GA3.0 precipitation is 10–50% larger than in E-OBS at all three resolutions. This difference likely reflects a wet bias of the model, but the magnitude of this bias is hard to assess because of the known problems associated with estimating area-average precipitation from a network of gauges (see also Sect. 2.2). Despite the fact that no retuning has been performed at the different resolutions, the resolution sensitivity in the Europe-wide mean precipitation is small ($<$0.1 mm day$^{-1}$) and not systematic across the seasons.

The observed climatological mean precipitation distribution for winter and summer is shown in Fig. 1a,d. During winter, there is a general continental-scale gradient from higher precipitation in western Europe to lower precipitation in eastern
Table 1. Seasonal mean precipitation in Europe in mm day$^{-1}$ (land area in -12–50°E, 35–72°N including all model grid boxes with a land fraction greater than 0.5). Based on the ensemble spread, approximate 95% confidence intervals are within ±0.06 mm day$^{-1}$ for N96 and N512, and within ±0.1 mm day$^{-1}$ for N216.

<table>
<thead>
<tr>
<th></th>
<th>DJF</th>
<th>MAM</th>
<th>JJA</th>
<th>SON</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-OBS</td>
<td>1.64</td>
<td>1.48</td>
<td>1.78</td>
<td>1.87</td>
</tr>
<tr>
<td>N96</td>
<td>2.09±0.05</td>
<td>2.17±0.05</td>
<td>2.15±0.03</td>
<td>2.05±0.03</td>
</tr>
<tr>
<td>N216</td>
<td>2.05±0.10</td>
<td>2.19±0.07</td>
<td>2.09±0.06</td>
<td>2.06±0.05</td>
</tr>
<tr>
<td>N512</td>
<td>2.08±0.05</td>
<td>2.22±0.01</td>
<td>2.06±0.02</td>
<td>2.03±0.06</td>
</tr>
</tbody>
</table>

Europe, with pronounced mesoscale variations. Particularly wet regions are west or north-west facing coasts and/or mountains such as the northwest of the Iberian Peninsula, Ireland, Scotland, the Norwegian coast, and an area between the Alps and the North Sea. Moreover, areas of high coastal precipitation, for example in northwest Spain and the west of the British Isles and Norway, are better resolved at N512 resolution. In summer, the continental-scale gradient is from the dry Mediterranean in the south to much wetter conditions in central and northern Europe, especially so over the Alps, British Isles, southern Scandinavia, and an area extending from the Carpathians to the White Sea.

During winter (Fig. 1b,c), the HadGEM3-GA3.0 wet bias can be seen throughout the continent and is particularly apparent in the north and west of the European mainland. Despite this general wet bias, the N512 model can capture some mesoscale variations that are absent or poorly represented in the N96 model. An example is the comparatively dry swath ranging from the southeast of England to the Mediterranean Sea, arguably in the “rainshadow” of the British Isles and western France. In summer (Fig. 1e,f), wet biases over regions of high topography such as the Pyrenees, Scandinavian Mountains, Alps, Carpathians, and the Caucasus, can be seen in the N512 model. There is also a wet bias in both the N96 and N512 models in the north and northeast of Europe. This is consistent with results in Schiemann et al. (2017) (their Figures 7 and 15) showing for this model that there is a mean negative geopotential height bias and an underestimation of summer blocking in the Baltic area.

We proceed with two quantitative evaluations of seasonal mean model precipitation. The root-mean-square error (RMSE) between the model simulations and E-OBS is plotted in Fig. 2 against the spatial correlation between the same two fields, so that the better the agreement of the model simulation is with E-OBS, the closer will the corresponding entry be to the lower-right corner of the diagram. There is an improvement in the simulated precipitation with resolution in autumn, winter, and spring, and this improvement is significant in the sense that it can be seen in all ensemble members. The improvement in winter is larger than in the transition seasons. In summer, the sensitivity to resolution is very small, the RMSE is slightly larger in the N512 model than in N96 and N216, arguably due to the higher precipitation over mountainous regions in this model (Fig. 1).

We also conduct scale-dependent evaluation and calculate the Fractions Skill Score (FSS) for different horizontal scales following Roberts and Lean (2008). The FSS is obtained by comparing binary fields, defined in terms of exceedance of a threshold, between model and observation for different sizes of an averaging neighbourhood, i.e. for different horizontal scales.
Figure 1. Climatological mean precipitation (mm day$^{-1}$, 1986–2011) according to (a,d) E-OBS, (b,e) N96 and (c,f) N512 for (a–c) December–February and (d–f) June–August. Contour levels are not equidistant to better capture mesoscale variations.

The FSS takes values between zero and one and typically increases with horizontal scale as shown in Fig. 3 of Roberts and Lean (2008). Here, we use different quantiles of each of the precipitation fields as the exceedance threshold in the FSS calculation so that the FSS approaches unity for large scales and the domain-mean bias (Table 1) is disregarded in this evaluation. In Fig. 3, instead of showing the FSS directly, we show the relative improvement/deterioration of N512 versus N96 calculated in terms of the distance from the FSS = 1 asymptote as $|FSS_{N512} - FSS_{N96}|/(1 - \min(FSS_{N96}, FSS_{N512}))$. For winter (Fig 3a), we find an improvement for all quantile thresholds, which is consistent with Figures 1a,b,c and 2. This improvement with resolution is seen across all horizontal scales. For summer (Fig 2b), there is no systematic improvement of the mean precipitation field with resolution, also in agreement with the previous analyses.
Figure 2. Root-mean-square error (RMSE) and spatial correlation between HadGEM3-GA3 precipitation and E-OBS observations in Europe (-14–50°E, 38–70°N). The domain-mean bias is discarded before calculating the RMSE.

Figure 3. Relative improvement in the Fractions Skill Score (FSS) of HadGEM3-GA3.0 N512 over N96 using E-OBS seasonal mean precipitation as reference, for (a) December–February and (b) June–August, and for different quantile thresholds of the spatial precipitation distribution in Europe (-14–50°E, 38–70°N).
4 Extreme precipitation

4.1 Examples

In this section, we present results of extreme value analysis and evaluate the amount, frequency, and annual cycle of extreme precipitation in terms of GEV distributions. GEV distributions are conveniently shown in terms of return value plots, also called Gumbel diagrams. The effect of the GEV parameters on the distribution is illustrated for fictitious data in Fig. S1. The larger the values of these parameters, the larger are the precipitation extremes. An increase in the location parameter \( \mu \) corresponds to a constant increase in return value for all return times (Fig. S1a). The scale parameter \( \sigma \) is associated with the interannual variability of extreme precipitation. The larger \( \sigma \), the larger the increase in return value for a given increase in return time (Fig. S1b). The shape parameter \( \xi \) determines the behaviour of the tail of the GEV distribution and determines if the distribution is bounded (\( \xi < 0 \)) or unbounded (\( \xi > 0 \)) for large return times (Fig. S1c). The shape parameter is held constant for all basins as explained in section 2.3 (\( \xi = -0.13, -0.05, -0.02, -0.05 \) for DJF, MAM, JJA, SON, respectively).

Examples of fitted GEV distributions for three river basins are shown in Fig. 4. Each panel shows GEV distributions for the four seasons alongside the observed precipitation maxima. The top row (Fig 4a–c) shows results for the Loire river basin. The annual cycle of extreme precipitation is not very pronounced for this basin, and estimated 50 year return values are between about 22 mm day\(^{-1}\) (spring) and 26 mm day\(^{-1}\) (autumn), although the differences between the seasons are not statistically significant (Fig 4a). The precipitation extremes simulated by the N96 model are very different from those in the observations. The estimates are larger than for E-OBS (50 year return values between about 30 mm day\(^{-1}\) for summer and 40 mm day\(^{-1}\) for winter) and there is a clear annual cycle with larger extremes during the cold season (Fig. 4b). At N512 resolution, the model simulated extremes are in closer agreement with E-OBS than at N96 resolution (Fig. 4c): the annual cycle is very small and 50 year return values are between 23 and 29 mm day\(^{-1}\). Quantitatively, the reduction of the extreme precipitation biases can be corroborated by comparing the estimated values of the GEV location parameter \( \mu \) and scale parameter \( \sigma \) between E-OBS, N96, and N512. For all seasons, E-OBS and N512 agree more closely with one another than with N96 (Fig 4a–c). For the Loire basin, the biases in modelled extreme precipitation and their reduction at N512 resolution are consistent with the results seen for mean precipitation, i.e. a winter wet bias at N96 resolution that is alleviated at N512 resolution (Fig. 1).

Fitted GEV distributions for the Elbe basin are shown in Fig. 4d–f. For this basin, there is a pronounced annual cycle of extremes. The largest extremes occur during summer with a 50 year return value of about 30 mm day\(^{-1}\), while the same return value for winter is only about 17 mm day\(^{-1}\) (Fig. 4d). The amplitude of the annual cycle is underestimated in the N96 model. The quantitative agreement with E-OBS is close in summer (50 year return values of about 30 mm day\(^{-1}\) in both datasets), but the simulated winter extremes are larger than the observed ones and the N96 50 year return value is about 25 mm day\(^{-1}\) (Fig. 4e). At N512 resolution, the model better captures the annual cycle of extreme precipitation but also somewhat overestimates the 50 year return values, which are about 34 mm day\(^{-1}\) in summer and 19 mm day\(^{-1}\) in winter. For a shorter return period of 2 years, however, all three datasets are in close agreement on a return value of about 15 mm day\(^{-1}\) during summer. This example illustrates how the quantification of a single return value or return period only insufficiently characterises extreme precipitation, which is why two GEV parameters are used for quantitative model evaluation in this study.
Figure 4. Examples of fitted GEV distributions for (a–c) the Loire, (d–f) the Elbe, and (g–i) the Po river basins, and for (a,d,g) E-OBS observed precipitation, (b,e,h) the N96 model, and (c,f,i) the N512 model. 95% resampling confidence intervals are shown as shaded areas for winter (DJF) and summer (JJA). Observed Block maxima (circles) are shown at return periods $\frac{m+1}{m+1-i}$, where $m$ is the number of these maxima, i.e., here the number of years $\times$ ensemble members, and $i = 1, \ldots, m$ is their rank. Results for N216 are generally between those for N96 and N512 (not shown). The three basins are indicated in Fig. 5a-d.
The third basin we discuss is that of the Po river (Fig. 4g–i). In this basin, daily precipitation extremes are considerably larger in autumn than in the other seasons. This behaviour is also captured by HadGEM3-GA3.0 at both resolutions, yet the magnitude of the simulated extremes is much larger than in E-OBS, especially at N512 resolution. The 50 year return value for autumn is about 53 (55, 73) mm day\(^{-1}\) in E-OBS (N96, N512). Moreover, and especially during winter, both the N96 and N512 models overestimate the interannual variability of precipitation extremes as shown by the overestimation of the scale parameter \(\sigma\): for return periods of less than 2 years, a number of winter seasons never exceed a precipitation amount of 10 mm day\(^{-1}\), which is not seen in E-OBS. On the other hand, winter precipitation extremes are overestimated by our model for return periods greater than 2 years. These results clearly show that the resolution increase from 135 to 25 km is not a panacea for improving the representation of extreme precipitation, and we will summarise results for all of the European basins in the remainder of section 4 to assess the overall effect of increased resolution on model performance.

Before proceeding with this assessment, we briefly discuss the goodness of the GEV distribution fits, which can be assessed by comparing the observed maxima (open circles) with the parametric GEV fits (solid lines) for the different examples shown in Fig. 4. For most cases, the statistical model fits the observed maxima well, but there are a few discrepancies for larger return periods of more than about 20 years. For example, for the Po and in particular the Elbe basin, a small number of very heavy precipitation events, which exceed the GEV fit by more than the sampling uncertainty, can be seen during summer for the observations and the N512 model (Fig. 4d,f,g,i). Such discrepancies are partly due to the fact that we choose a constant shape parameter \(\xi\) for all basins (see section 2.3). These results illustrate that our parametric approach is valid in general and serves our purpose of characterising the variation of daily extreme precipitation across European river basins, and of evaluating GCM simulated extreme precipitation. Especially for return periods of more than 20 years, however, our estimates of return values in individual basins/seasons should not be used as the only source to inform impact studies or adaptation and mitigation measures. While our results can provide initial guidance for such applications, they will need to be considered in the context of local expertise, process-based case studies of individual heavy precipitation events, and additional local observations if available.

4.2 Winter

The estimates of the location and scale GEV parameters for winter based on E-OBS are shown in Fig. 5a,d. There is a large-scale gradient from high values of \(\mu\) and \(\sigma\) in the west and southwest of Europe to smaller values in the east and northeast. This geographical variation is similar to that in mean precipitation (Fig. 1a), but there are some interesting differences. For example, comparatively high values of both GEV parameters are seen for some southern European basins (e.g., Po, Guadalquivir) even though the mean precipitation for these basins is not larger than for basins further north. This may indicate fewer but stronger precipitation events in these basins.

The N96 bias in the GEV parameters is shown in Fig. 5b,e. As can be seen from the predominance of green colours, both the location and scale parameters tend to be overestimated, so the wet bias seen for mean precipitation (section 3) is also found in the extremes. The magnitude of the bias varies strongly between basins and can be as high as about +60% for \(\mu\) (Elbe) and about +80% for \(\sigma\) (Loire), and the median of the absolute relative bias, i.e. of \(\max\left(\frac{\theta_{\text{E-OBS}} - \theta_{\text{N96}}}{\theta_{\text{E-OBS}}} + \frac{\theta_{\text{E-OBS}} - \theta_{\text{N96}}}{\theta_{\text{N96}}}\right) - 1\), across all basins is 22%.
Figure 5. Estimated GEV parameters for December–February daily basin-average precipitation, (a–c) location parameter $\mu$ and (d–f) scale parameter $\sigma$, both in mm day$^{-1}$, and for (a,d) observations (E-OBS), (b,e) N96 bias, and (c,f) N512 resolution bias with respect to E-OBS. Stippling (hatching) shows statistically significant differences between the models and E-OBS (between N512 and N96). Letters L, E, P show the Loire, Elbe, and Po basins.
for $\theta = \mu$ and 17% for $\theta = \sigma$ (Table 2). The wet bias is particularly pronounced for the basins in the Northern European Plains, from the Loire in the west to the Vistula in the east, where both $\mu$ and $\sigma$ are overestimated. For some southern European basins (Guadalquivir, Ebro, Po), there are significant negative biases in $\mu$ and significant positive biases in $\sigma$ indicating a difference in the character of the simulated and observed extreme value distribution.

### 4.3 Summer

During summer, the GEV location parameter $\mu$ takes larger values in the centre, northwest and northeast of Europe than in the southwest (Iberia), southeast and east (Fig. 6a), in rough agreement with the geographical variation of mean precipitation (Fig. 1d). Particularly high values of $\mu$ are seen for basins draining the Alps (e.g., Rhône, Po, Upper Danube) and for the Kuban draining the Caucasus Mountains. The scale parameter $\sigma$ generally follows the geographical distribution of $\mu$, but we find comparatively larger values of $\sigma$ for drier climates, as can be seen, for example, when comparing the Iberian to the French river basins.

More so than in winter, there is a dependence of both $\mu$ and $\sigma$ not only on geographical location and local climate, but also on the size of the river basin considered. Larger extremes, i.e. greater values of $\mu$ and $\sigma$, are seen for smaller basins. A case in point are the Dniester and Southern Bug basins compared to the neighbouring larger basins of the Danube and Dnieper. This appears to be due to the nature of summer (convective) precipitation, which is smaller in scale and shorter in duration than frontal winter precipitation. Convective summer rain, though locally intense, may therefore not take large values when averaged over a large river basin over a day.

The biases of $\mu$ and $\sigma$ for the N96 model are shown in Fig. 6b,e. These biases are generally smaller than in winter, and for many basins they are not statistically significant. There is a general tendency for dry biases in the south and wet biases in the north of Europe, especially in $\mu$. The median relative bias across all basin is 9% for $\mu$ and 10% for $\sigma$ (Table 2).

The sensitivity to the resolution increase (Fig. 6c,f) is smaller than in winter, consistent with the results for mean precipitation, and has mixed effects for the biases with respect to E-OBS. At N512, stronger heavy precipitation is seen over the Alps, rather than to the northwest of the Alps over France at N96, leading to weaker extremes and smaller biases for some basins (especially Loire, Seine) and to stronger extremes and a larger bias in particular for the Po basin.

### 4.4 Summary statistics

Two metrics are used to summarise model performance. The first metric is the median absolute relative bias as already introduced and discussed in Sections 4.2 and 4.3. The values of this metric are shown in Table 2. The second metric is obtained by counting for each resolution for how many basins the minimum bias is attained at this resolution, so that a higher count corresponds to a better model performance. The values of this metric are shown in Table 3.

Both metrics agree on the following qualitative results: extreme precipitation is overall better represented as resolution is increased from N96 to N512. The clearest and strongest improvement is seen in autumn for both the location parameter $\mu$ and the scale parameter $\sigma$ (see also Fig. S3). There is also an improvement in $\mu$ in winter and spring, but, for Europe as a whole, biases in $\sigma$ do not decrease with higher resolution in these seasons. The resolution sensitivity in both GEV parameters is small
in summer, with possibly a slightly better performance for the N96 model. Arguably, this result is due to the fact that extreme orographic precipitation in the higher resolution models is larger than that in E-OBS, as also seen for mean precipitation (Fig. 1). The performance of the N216 model is generally in between that of the N96 and N512 models, consistent with the
Table 2. Median across all basins of absolute relative bias (%, see text Sect. 4.2) in $\mu$ and $\sigma$.

<table>
<thead>
<tr>
<th></th>
<th>$\mu$</th>
<th></th>
<th>$\mu$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N96</td>
<td>N216</td>
<td>N512</td>
<td>N96</td>
</tr>
<tr>
<td>DJF</td>
<td>22</td>
<td>16</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>MAM</td>
<td>25</td>
<td>21</td>
<td>20</td>
<td>19</td>
</tr>
<tr>
<td>JJA</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>SON</td>
<td>18</td>
<td>12</td>
<td>8</td>
<td>17</td>
</tr>
</tbody>
</table>

Table 3. Number of basins with smallest bias in $\mu$ and $\sigma$. For example, the number 4 for $\mu$ in DJF at N96 resolution means that for 4 out of all 33 basins the bias in $\mu$ of the N96 model is smaller than that of both the N216 and N512 models.

<table>
<thead>
<tr>
<th></th>
<th>$\mu$</th>
<th></th>
<th>$\mu$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N96</td>
<td>N216</td>
<td>N512</td>
<td>N96</td>
</tr>
<tr>
<td>DJF</td>
<td>4</td>
<td>15</td>
<td>14</td>
<td>11</td>
</tr>
<tr>
<td>MAM</td>
<td>12</td>
<td>6</td>
<td>15</td>
<td>12</td>
</tr>
<tr>
<td>JJA</td>
<td>14</td>
<td>10</td>
<td>9</td>
<td>14</td>
</tr>
<tr>
<td>SON</td>
<td>4</td>
<td>9</td>
<td>20</td>
<td>7</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>34</td>
<td>40</td>
<td>58</td>
<td>44</td>
</tr>
</tbody>
</table>

result obtained for mean precipitation (Fig. 2), and also seen in maps of GEV parameter biases analogous to the ones shown in Figures 5 and 6 (not shown).

5 Discussion

In the previous two Sections (3 and 4), we have described the sensitivity to resolution in both mean and extreme precipitation. While a comprehensive analysis of how and why mean and extreme precipitation are sensitive to resolution in HadGEM3-GA3.0 is beyond the scope of this evaluation paper, we briefly discuss two relevant issues, namely the role of the large-scale circulation, specifically that of the North Atlantic storm track, and that of orography, in this section.

5.1 North Atlantic stormtrack

European precipitation is strongly determined by the character of the North Atlantic and Mediterranean stormtracks. According to Hawcroft et al. (2012), roughly 70% of European winter precipitation is associated with extratropical cyclones. It is therefore logical to ask to what extent the resolution sensitivity seen in the precipitation is due to resolution sensitivity in the simulation of the stormtrack. By analysing the historical simulations of the models participating in phase five of the Coupled Model Intercomparison Project (CMIP5), Zappa et al. (2013) identified four models with a comparatively good representation
of the North Atlantic stormtrack. These four models have horizontal grid spacings of about 100 km, which is at the high end of CMIP5 model resolutions. The resolution dependence of European precipitation in the EC-EARTH AGCM version 2.3 was analysed by van Haren et al. (2015) by comparing simulations at \( \approx 112 \) and \( \approx 25 \) km grid spacing, and the authors find that at 25 km EC-EARTH has a better representation of the winter North Atlantic stormtrack and therefore precipitation over Europe.

Similar to Blackmon (1976) and van Haren et al. (2015), we evaluate the representation of the North Atlantic stormtrack in HadGEM3-GA3.0 by calculating the standard deviation of the 2–8 day band-pass filtered 500 hPa geopotential height. The results are shown in Fig. 7 for winter. At all resolutions, the HadGEM3-GA3.0 stormtrack location and strength is similar to that in ERA-Interim (Fig. 7a,b,d,g). The model biases with respect to ERA-Interim (Fig. 7c,f,j) show an overestimation of the Mediterranean storm track strength by about 10%, and an underestimation of about 10% over northeast Europe, though these differences are not significant given the interannual variability. The resolution sensitivity in the stormtrack strength over Europe attains values of about 5% of the mean (Fig. 7e,h,i). Interestingly, the resolution sensitivity is of opposite sign for the two resolution increases: there is a reduction in storm track strength when going from N96 to N216 over central and western Europe and the Mediterranean (Fig. 7e), but then an increase of similar magnitude over much of Europe when going from N216 to N512 (Fig. 7h).
We proceed by revisiting the resolution sensitivity in mean precipitation, shown in Fig. 1 and in greater detail in Fig. 8, and by comparing it to the sensitivity seen in the stormtrack. In winter, precipitation decreases with resolution over the Northern European Plains and increases over northwestern and western European coasts, Iberia, and to the south of the Alps and Italy (Fig. 8i). In contrast to the sensitivity in the stormtrack, this pattern can be seen for both steps of resolution increase (Fig. 8e,h) showing that the stormtrack sensitivity is not the main factor explaining the sensitivity seen in mean precipitation. At the same time, the precipitation sensitivity is generally smaller for the N216 to N512 resolution increase than for the N96 to N216 increase, especially so over the Northern European Plains, where the drying with higher resolution is comparatively small (Fig. 8h). This is consistent with increased stormtrack activity in this region when going to N512 resolution (Fig. 7h) suggesting that stormtrack changes with resolution may somewhat modulate the total precipitation sensitivity in HadGEM3-GA3.0.

Similar conclusions can be drawn for summer: the storm-track strength decreases as resolution is increased from N96 to N216 and it increases as resolution is increased from N216 to N512 (Fig. S6e,h). Over the northwest of Europe and the North Sea there is a slight increase of precipitation when going to N512 resolution (Fig. S7h) consistent with the corresponding increase in storm-track strength (Fig. S6h). In other parts of Europe, however, the precipitation response to resolution is fairly qualitatively similar for the two steps of resolution increase (compare Fig. S7e with Fig. S7h).

In the transition seasons, too, there is a decrease of storm-track strength for the N96–N216 resolution increase (Figures S4e and S8e), but an increase of storm-track strength for the N216-N512 resolution increase (Figures S4e and S8e). With the exception of Iberia in spring, no such fundamental difference is seen for the resolution sensitivity of mean precipitation (Figures S5e,h and S9e,h).

We have shown here, using a simple metric based on synoptic-scale geopotential-height variance, that mean stormtrack changes with resolution do not primarily explain mean precipitation changes with resolution in our model. More detailed analyses based on individually tracked extratropical cyclones (Hoskins and Hodges, 2002) and the precipitation associated with them (Hawcroft et al., 2012) are required for a comprehensive assessment of the role of storms in the resolution sensitivity of extreme precipitation in particular. We are currently conducting such analyses in a separate study.

5.2 Orography

It has been shown in previous sections that in and around mountainous areas there is particularly high sensitivity to resolution in both mean (Figures 1 and 8) and extreme (Figures 4–6) precipitation. We therefore investigate the role of orography explicitly in this section. To this end, we conduct a sensitivity experiment where we use HadGEM3-GA6.0 (see Sect. 2.1) at high resolution (N480, i.e. very similar to N512) but apply orographic boundary conditions at coarse (N96) resolution. This sensitivity experiment is similar to the orography experiment in Schiemann et al. (2014), except that in this study we bilinearly interpolate the N96 orography onto the N480 grid to avoid “blocks” of grid boxes of constant orographic height on the N480 grid. The interpolation is applied both to the (resolved) grid-box mean orographic height and to the boundary conditions used by the parameterisations that represent different effects of subgrid orography. The sensitivity of European mean precipitation to resolution
Figure 8. Winter (December–February) mean precipitation. (a) Observations (E-OBS), (b,d,g) model (HadGEM3-GA3.0) at resolutions N96, N216, and N512, (c,f,j) model biases with respect to E-OBS, and (e,h,i) differences between model resolutions. Stippling shows statistically significant differences.

seen in HadGEM3-GA6.0, i.e. for N96–N216–N480 resolution increases, is very similar to that seen in HadGEM3-GA3.0 (not shown).

The results of the orography sensitivity experiment are shown in Fig. 9 for winter. The panels on the diagonal show mean precipitation for the observations (E-OBS), the N480 experiment with N96 orography (N480_{N96}) and the N480 control experiment (N480_{N480}), and the off-diagonal panels show the differences between these three fields. These results can be compared to the corresponding results of the full resolution sensitivity experiment, especially the ones corresponding to the N96–N512
resolution increase (Fig. 8). First, comparing N96 with N480\textsubscript{N96} (Fig. 8a–c and Fig. 9a–c), it can be seen that the precipitation distribution and its bias with respect to E-OBS are broadly similar in these two experiments. Likewise, the total resolution sensitivity (Fig. 8i) and the effect of introducing high-resolution orographic boundary conditions (Fig 9e) are similar, both in terms of the geographical distribution and the magnitude of the response. This similarity is particularly clear near complex orography such as the Alps and along the Scottish and Norwegian coastlines, but there is also agreement in a large-scale drying with higher resolution (and with more highly resolved orography) over a wide area of the Northern European Plains, and some precipitation increase over the very northeast of Europe. An exception to this overall similarity is the Iberian Peninsula, where the full response to the resolution increase is a precipitation increase, but N480\textsubscript{N480} is drier than N480\textsubscript{N96} over much of the Peninsula. In summer, the total precipitation sensitivity is also very similar to the response to increasing the resolution of orography only (compare Figures S5i and S11e). In summary, these results show that better resolved orography at the higher resolution is a major factor determining the total model sensitivity to resolution in mean precipitation over Europe.

We proceed by comparing the effect of orography with the total sensitivity to resolution for extreme precipitation. The ratios of GEV parameters of the N512 and N96 model for winter are shown in the upper panels of Fig. 10 and should be compared with the same ratios for the N480\textsubscript{N480} and N480\textsubscript{N96} models in the lower panels of Fig. 10. Analogous figures for the other seasons are shown in the Supplement (Figures S12–S14). As seen earlier, the resolution increase leads to an overall reduction of both the location and scale parameters at the N512 resolution (Fig. 10a,c). This reduction is particularly pronounced over the Northern European Plains in northwest and central Europe. At the same time, the GEV parameters increase with resolution for some of the Alpine basins (Rhône, Po, Upper Danube). In this northwest/central part of Europe, a fairly similar pattern can be seen when considering the resolution increase in the orographic boundary conditions in isolation (Fig. 10b,d). In other parts of Europe (the Iberian Peninsula, Eastern Europe), there is no clear correspondence between the sensitivity to more highly resolved orography and the total resolution sensitivity. In summer, too, the total and orography-only responses are broadly similar and agree on smaller extremes at higher resolution for most basins (Fig. S14). In summary, orographic effects dominate the sensitivity to resolution in simulated extreme precipitation around the Alps and over the Northern European Plains, but not necessarily in other parts of Europe.

6 Conclusions

In this study, we have evaluated the representation of mean and extreme precipitation over Europe in an ensemble of simulations with the HadGEM3-GA3.0 GCM at resolutions between N96 (about 135 km in the midlatitudes) and N512 (about 25 km). This model ensemble has been designed to test the immediate effects of the resolution increase, and re-tuning at parameter changes between the different resolutions has been kept to a minimum—the minimum required to ensure numerical stability. Convection is parameterised at all three resolutions. We have evaluated HadGEM3-GA3.0 against gridded observations from the E-OBS dataset. For the representation of mean precipitation, we find that:

- The continent-wide mean precipitation in HadGEM3-GA3.0 is greater than that in E-OBS by, depending on the season, 20-50%.
Figure 9. Winter (December–February) precipitation in mm day$^{-1}$ in (a) observations (E-OBS), (b) the N480 model with N96 orography, and (d) the N480 control simulation. (c,f) Model bias with respect to E-OBS, (e) difference between the two model simulations. Stippling shows statistically significant differences.

- After correcting for the continent-wide mean bias, the root-mean-squared error in the spatial precipitation field is between 0.5 and 1 mm day$^{-1}$, with larger values during winter than during summer.

- As the resolution is increased from N96 to N512, the model biases in the mean precipitation field decrease in winter, spring, and autumn. The largest improvement with resolution is seen in winter, when the RMSE is reduced by about 25%. The resolution sensitivity is very small in summer.
Figure 10. Winter (December–February) ratios of fitted GEV parameters for (a,b) the location parameter $\mu$ and for (c,d) the scale parameter $\sigma$, between (a,c) the N512 and N96 simulations and between (b,d) the N480 control simulation and the N480 simulation with N96 orography. Hatching shows statistically significant differences.

- During winter, the spatial bias pattern shows too little precipitation over the very north and west of Europe (Scottish and Scandinavian Mountains), over the Iberian Peninsula, and south of the Alps, and too much precipitation over the rest of Europe, in particular in the Northern European Plains to the north and west of the Alps. These biases are significantly reduced as resolution is increased to N512.

- During summer, the main precipitation bias is a wet bias in the north and northeast of Europe. This bias improves a little with resolution, but at the same time there is a wet bias over areas of high topography (Alps, Scandinavian Mountains) that increases with resolution.

We have evaluated extreme daily precipitation by estimating the extreme value (GEV) distribution location and scale parameters over large (>50000 km$^2$) European river basins in the model simulations at different resolutions and the E-OBS observations. We find that:
- Typical (median) biases in the location and scale parameters are around 20%, but these biases can take very large values, between 50 and 100%, over individual river basins. Most of these very large biases constitute overestimations of the extremes, but underestimations are also seen for a small number of cases in semiarid regions during the warm season.

- Biases in extreme precipitation at these scales are smaller in summer than during the other seasons, around 10% for the median biases in GEV location and scale parameters.

- Extreme precipitation is better simulated as the model resolution is increased. This improvement is seen particularly clearly in autumn, when the median GEV parameter biases for the 25km simulations are less than half of those in the 135km simulations. Improvements are also seen for winter and spring, but not for summer.

We have tested two complementary hypotheses explaining the sensitivity of the simulated mean and extreme precipitation to resolution in HadGEM3-GA3.0. The first hypothesis is that the sensitivity to resolution in precipitation is due to the sensitivity in the large-scale circulation, specifically the North Atlantic stormtrack. The second hypothesis concerns the fact that as the model resolution is increased, the orographic boundary conditions are prescribed at a higher resolution, which impacts the simulated precipitation.

- We find that for many areas the improvements in mean winter precipitation seen with increased resolution in HadGEM3-GA3.0 are primarily related to the better resolved orography, while resolution sensitivity in the simulated stormtrack plays a lesser role.

- This important role of orography concerns particularly an improvement seen in the Northern European Plains, from the Loire basin in the west to the Vistula basin in the east. In this area, this result also extends to extreme precipitation, whereas in other regions, such as Iberia, the better resolved orography is not the main factor explaining resolution sensitivity in extreme precipitation.

- The dominant role of orography is also seen for summer mean precipitation response to the resolution increase, and broadly also for the resolution sensitivity of extreme precipitation during summer.

In this study, we have quantified biases in mean and extreme precipitation over Europe in a state-of-the-art AGCM, and we have shown that these biases are generally reduced as model resolution is increased. Such biases are important to consider when assessing if a GCM is suitable for a certain application, and the assessment has to be specific for the particular application at hand. Formal event attribution studies, for example, require very large ensembles of simulations with a model that is able to simulate the extreme value distribution for the type of event under consideration. We have shown that at the scales considered here (daily precipitation and river basins >50000 km²), our model exhibits large biases for some of the basins considered. Increasing model resolution to about 25 km may reduce these model biases, but at this resolution the generation of large ensembles remains computationally prohibitive. For such a challenging application, our results therefore raise questions about whether current global modelling capability is fit for purpose. Numerical downscaling, i.e. nesting a high-resolution RCM in a low-resolution GCM, is a potential alternative, yet at the comparatively coarse resolutions that are currently feasible for the
driving GCM, e.g. N96 resolution with 19 vertical levels in the weather@home system (Massey et al., 2015), concerns remain over the ability of the modelling system to represent critically important processes such as midlatitude circulation regimes (Dawson et al., 2012) or tropical cyclones undergoing extratropical transition (Haarsma et al., 2013). For other applications the assessment will be more positive. For example, small ensembles of simulations with a high-resolution model may yield more credible results for the climate change response in extreme precipitation than simulations with a low resolution model, in situations where the low-resolution model exhibits biases in the simulation of extreme precipitation that are reduced at the high resolution, and where the reasons for the improvement with resolution are sufficiently well understood.

Compared to a study where resolution was increased in a different AGCM (EC-EARTH version 2.3, van Haren et al., 2015), we have shown for HadGEM3-GA3.0 that the sensitivity to resolution seen in the simulated precipitation depends more strongly on the better resolved orography at the higher resolution and that the sensitivity to resolution of the North Atlantic stormtrack is comparatively less important. Our study shows that the role of resolution in different GCMs is not necessarily the same and it is therefore interesting and important to explore the role of resolution systematically in multi-model studies. The simulations currently carried out within CMIP6-HighResMIP (Haarsma et al., 2016), e.g. in the PRIMAVERA project, will allow for such studies based on a well-designed ensemble of high-resolution coupled GCMs.

7 Code availability

The MetUM is available for use under licence. A number of research organisations and national meteorological services use the MetUM in collaboration with the Met Office to undertake basic atmospheric process research, produce forecasts, develop the MetUM code and build and evaluate Earth system models. For further information on how to apply for a licence see http://www.metoffice.gov.uk/research/collaboration/um-partnership. Versions 8.0 (HadGEM3-GA3) and 8.5 (HadGEM3-GA6.0) of the source code are used in this paper. JULES is available under licence free of charge. For further information on how to gain permission to use JULES for research purposes see https://jules-lsm.github.io/access_req/JULES_access.html. Extreme value analysis is based on the R-package gevXgpd developed by Christoph Frei at MeteoSwiss/ETH Zürich.

8 Data availability

For access to and documentation of the datasets used in this study see http://www.ecad.eu/E-OBS for the E-OBS precipitation and https://hrcm.ceda.ac.uk for the HadGEM3 simulations.
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