In this response we include the comments of the reviewers (in bold), reply from the open review (“Reply”) and our final response (“Change in manuscript”) describing what was done. The line numbers of changes are related to the marked-up version of the manuscript, which is attached to this response.

**Comments by prof. Pegram**

1. **Comment:** “Do you mean the medians of \( r(5,11) \) in the 2 periods when you give the values as precisely 0.90 and 0.73?”

**Reply:** No, the values 0.90 and 0.73 are the sample correlations \( r_{5,11} \) from the control and future period, respectively, calculated from the original data with outliers. We suggest changing the sentence as follows: “In the simulation of the model 2A, the sample correlation \( r_{5,11} \) decreased from…”

**Change in manuscript:** The sentence was changed as proposed (line 167).

2. **Comment:** “Please mark the item with an arrow, as I have done - it was very difficult to find in the figure. Please explain what you have done in more detail in Figure 4’s caption, noting my comment on Figure 2.”

**Reply:** We will add the arrow to Figure 4 and we will complete the Figure 4’s caption accordingly. Together with this we suggest changing Figure 2 so that it depicts the numbering of all pairs of grid-boxes:

![Grid-box Numbering](image)

Figure 2. The numbering of individual pairs of grid-boxes. The figure depicts the correlation matrix, the orders of rows/columns correspond to the grid-box labels from Fig. 1. The sub-diagonal part of the (symmetrical) matrix was used for numbering of individual pairs of grid-boxes – the numbers inside of the matrix represent the identifiers used in Fig. 4.
Change in manuscript: The arrow was added to the Figure 4 and the caption was changed (line 154, see also the next comment). Figure 2 and it’s caption were changed as we proposed (line 105).

3. Comment: “To my understanding, row 5 of the correlation matrix in Figure 2 (extrapolated) goes from 1 to 4, not 1 to 11. If you are referring to the item which I’ve marked with an arrow in Figure 4, then in the caption you should note that the divisions inserted in the figure, as I previously requested, are for columns 2 to 12, not rows as in the caption! I wasted a lot of time trying to sort it out.”

Reply: The identifiers placed between two neighbouring blue lines in Fig. 4 are located in one row of the correlation matrix, or more precisely they are located in the sub-diagonal part of this row. To state this clearly, we suggest changing the caption of Figure 4 as follows:

“Figure 4. The 95% confidence intervals of the cross-correlation for overlapping wet periods for all models. The identifiers of grid-box pairs (ID) are explained in Fig. 2. The blue lines separate identifiers located in successive rows in the correlation matrix (see Fig. 2). The arrow marks the confidence intervals around the r5, 11 (ID 50) of the model 2A, discussed in more detail in section 4.2.”

We hope that this caption together with revised Figure 2 will prevent misunderstanding.

Change in manuscript: The caption of Figure 4 and the complete Figure 2 were changed as proposed (lines 154 and 105, respectively).

4. Line 87, comment: “I do not understand this sentence; please reword it”

Reply: The sentence “The joints of adjacent blocks were not included in the calculations” is only a supplementary comment related to the calculation of serial correlation in the block bootstrap. Due to random selection of the blocks the beginning part of blocks is independent on the end of the previous blocks. To minimize bias introduced by block resampling, data that are potentially influenced were not considered for the calculation of the serial correlation. The sentence is unnecessary, we suggest it’s removing.

Change in manuscript: The problem of bootstrap-derived confidence intervals of serial correlation was mentioned by prof. Sharma in his review. Therefore the sentence was extended to describe the issue more clearly (line 93):

“Due to random selection of the blocks the beginning part of blocks is independent on the end of the previous blocks. To minimize bias introduced by block resampling, data that are potentially influenced (joints of the adjacent blocks) were not considered for the calculation of the serial correlation.”

5. Line 99, comment: “of the medians?”

Reply: No, the interval (−0.02, 0.03) represents the overall extent of changes of binary cross-correlations; see Fig. 3(a).

6. Line 108, comment: “Surely these values are 0.08 and 0.023?? see my estimates in Figures 3(b) and 3(c)”

Reply: The values 0.8 and 0.23 are the averages of cross-correlation and lag-1 auto-correlation, respectively, calculated across all models. Figures 3(b) and 3(c) depict the changes of cross-correlation and lag-1 auto-correlation, respectively. The information about averages is related to the
previous sentence and explains why the relative changes of cross-correlations are higher than in the case of auto-correlations. We suggest rewording the sentences as follows:

“The maximal relative changes in cross-correlation reach up to 18% of the value from the control period, in the case of auto-correlation it is almost 45%. This is because the auto-correlations are in general markedly lower than cross-correlations (the mean cross-correlation of individual models exceeds 0.8; the mean lag-1 auto-correlation is around 0.23).”

Change in manuscript: The sentence was reworded as we suggested (line 126).

7. Lines 116 – 118:
Reply: We agree, the formulations “...except models 1A and 2A” and “...but the overall trend is a drop in the future” complement the description of Figures 4 and 5 properly, we will add them to the text, thank you.
Change in manuscript: The formulations were added to the text (lines 140 and 142).

8. Lines 132 – 133, comment: „there is no mention of Fig. 5 in the paper”
Reply: Figure 5 is described in lines 116-118.

9. Line 156, comment: “Here are 2 more cases where the authors have not heeded my previous corrections, which I’ve had to repeat; there are others which is an irritation for the reviewer”
Reply: We apologize for this omission.

Finally we note that all grammatical corrections suggested by prof. Pegram have been included into the text.

Comments by prof. Sharma

1. Comment: “My request to the authors is to use the multivariate bias correction software now publically available and described in [Mehrotra, R., F. Johnson, and A. Sharma (2018), A software toolkit for correcting systematic biases in climate model simulations, Environmental Modelling and Software, 104, 130-152, doi:10.1016/j.envsoft.2018.02.010.] to show the impact these robust correlation metrics have on results.”
Reply: The comprehensive reply to this comment (comprising of 5 pages) constitutes the main point of our reply to RC2, we do not repeat it here.
Change in manuscript: The reply was partly reworked and attached as a supplementary material to the manuscript. We also refer to these results in the manuscript (line 254).

2. Comment: “179 - Using the block approach will alter the lag-one correlation at the end of year boundaries. I presume the impact will not be much but should be stated by the authors. On the same point, I would expect the cross dependence to remain unchanged, and the lag 1 correlation to only slightly be changed.”
Reply: We are aware of this problem; the calculations were designed such that the lag-1 autocorrelations were not affected in this manner. This point is briefly mentioned in the methodological part of the submitted paper (line 87), where the following sentence can be found “The joints of the adjacent blocks were not included in the calculation”. Nevertheless, prof. Pegram in his review mentioned that this sentence is not intelligible. As a reply to his comment we suggested it’s removing, but we can reformulate the sentence, for example as follows:

“Due to random selection of the blocks the beginning part of blocks is independent on the end of the previous blocks. To minimize bias introduced by block resampling, data that are potentially influenced (joints of the adjacent blocks) were not considered for the calculation of the serial correlation”.

Change in manuscript: The sentence was reformulated as we suggested (line 93).

3. Comment: “And I am unable to figure out how these confidence intervals are finally used? Were all the correlations from the raw data and the resampled opnes pooled in deriving the results in Figs 3 and 4? Usually one does bootstrap tests to assess the significance of correlation from zero - here it seems the idea is to assess the significance of correlation from what it would be if the year to year dependence is made null. Some clarification is needed.”
Reply: The procedure for estimation of confidence intervals is standard [see e.g. Davison and Hinkley 1997] and relies on sampling with replacement of annual blocks of data. The resampling of blocks is done to preserve seasonal variation of rainfall. It is true that year-to-year dependence of rainfall is ignored, but we do not expect that this would significantly affect the estimates of confidence intervals of dependence indicators. In the original manuscript we did not perform real test on the significance of changes in auto- and cross dependence, instead we only visually assessed the overlap of estimated confidence intervals for correlations and autocorrelations in figs. 4 a 5 (boxplots in fig. 3 represent distribution of indicators between grid boxes). If the confidence intervals overlap, then the changes are not significant. Standard test would be easily performed e.g. by subtracting the estimated correlations for control period from those for the future period. If the confidence interval of this difference contains zero, then the change is not statistically significant. We will modify the description if we are invited to revise the manuscript. We can also quantify the significance explicitly.
Change in manuscript: The methodology was extended with the description of significance test (line 97). The significance tests were performed for each assessed coefficient. The results of tests (corresponding well with the visual assessment presented in Figs. 4 and 5) were presented in a new paragraph in Section 4.1 (line 144).

4. Comment: “It would be nice to know what is the fraction of zeroes and non-zeroes in the data used, and how that might be impacting the binary cross-correlation results. From my experience, storms in warmer climates are getting smaller in size, hence the fraction of zeroes is increasing.”
Reply: We calculated the fractions of zeroes in all time series. Two different thresholds were applied to determine dry days: 0 mm and 0.1 mm. The results for the model 1A are presented in the following table:

<table>
<thead>
<tr>
<th>grid-box</th>
<th>threshold 0.0 mm</th>
<th>threshold 0.1 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>historical</td>
<td>Future</td>
</tr>
<tr>
<td>1</td>
<td>0.267</td>
<td>0.300</td>
</tr>
</tbody>
</table>
As seen from the table, the fraction of zeroes slightly increases regardless the applied threshold, which is in accordance with your experience. The results for the other models were similar (except the model 2B, where the fraction of zeroes remains almost constant). We can add this information (in a reduced form) to the paper.

**Change in manuscript:** The information about the fractions of zeroes and their changes were added to Section 4.1 (line 119).

5. **Comment:** “What I think the authors are doing is to estimate sample correlations of the current and the future independently (i.e. taking their respective sample means and standard deviations). As a result of which they may be finding the change is insignificant, whereas the change with respect to a fixed reference (say the historical climate) may be more. At the very least, some clarification on how the correlations are estimated as well as the change in the first order statistics that are used in its estimation is needed.”

**Reply:** Indeed, the sample correlations are estimated independently, and we agree that the results may change slightly if a fixed reference is considered. We will extend the whole description of the bootstrap procedure and the details on estimation of cross- and auto- correlation will be given in detail in the revised manuscript, if we are invited to submit revised version.

**Change in manuscript:** We improved the description of the estimation of changes in correlation and autocorrelation as well as we mention the changes in mean and the fact that this could have some influence on the significance of changes (lines 77 and 148).

6. **Comment:** “The negative change in autocorrelations is consistent with my experience. If one were to consider changes in the associated means and standard deviations this becomes even greater. Additionally, these changes manifest themselves at longer time scales as well, as a AR1 model structure is not a great characterisation of the system. This has formed the argument for the range of “nesting” approaches in the literature for rainfall generation and bias correction. This needs to be discussed somewhere in the paper at the very least.”

**Reply:** We agree that the AR1 model is not sufficient characterization of the system. We will discuss this explicitly in the revised version of the manuscript if we are invited.

**Change in manuscript:** We added a comment on this in the revised version (line 129).

7. **Comment:** “The figure title states 95% confidence of correlations. Does this mean 95% of the 66 correlations, or all the resampled correlation estimates as well?”
Reply: The confidence intervals presented in Fig. 4 are derived for each correlation coefficient separately. The title of the figure should state this more clearly, therefore we suggest changing the first sentence of the title as follows: “The 95% confidence intervals of the individual cross-correlation coefficients for overlapping wet periods for all models...”. The first sentence of the Figure 5’s title will be changed in the same way.

Change in manuscript: The titles were changed as suggested (lines 154 and 160).

8. Comment: “I believe the authors need to write a simple equation to show how they will ascertain their dependance outlier, and give us results of some tests that help argue these are genuine outliers and not examples of real extremes that would be of interest in hydrology. This is kind of important as this seems to be the key contribution the paper is making.”

Reply: We do not propose any new dependence measure; rather we are offering a procedure how to obtain robust estimates of correlation and autocorrelation by removing few data points that have large influence on the estimates. Therefore, there is no straightforward formula. We agree that real extremes are of special interest in hydrology, but our point is that dependence outliers (no matter if genuine or real extremes) affect data transformation within some bias correction methods and may possibly distort the dependence structure of the corrected data. In our concept, the dependence outlier is any value deviating from the correlation structure (as demonstrated in Fig. 7), regardless of the origin of this value. The distinguishing between real extremes and “true” outliers (say for example measurement errors) can be only hardly based clearly on statistics. This would involve an expert assessment of particular event, considering local conditions and the data from surrounding locations. Therefore we cannot design a simple equation for such purposes. Nevertheless, the real extremes as well as genuine outliers affect the correlation structures in the same way, which subsequently affects the bias corrections (or stochastic generators). Therefore the dependence outliers, regardless of their origin, can be detected and should be removed from the calibration data. Note that it is possible to insert these data back later.

Change in manuscript: The issue of the origin of the outliers was included into the Conclusions of the paper (line 256).
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Abstract. Simulations of regional or global climate models are often used for climate change impact assessment. To eliminate systematic errors, which are inherent to all climate model simulations, a number of post processing (statistical downscaling) methods have been proposed recently. In addition to basic statistical properties of simulated variables, some of these methods consider also a dependence structure between or within variables. In the present paper we assess the changes in cross- and auto-correlation structures of daily precipitation in six regional climate model simulations. In addition the effect of outliers is explored making a distinction between ordinary outliers (i.e. values exceptionally small or large) and dependence outliers (values deviating from dependence structures). It is demonstrated that correlation estimates can be strongly influenced by a few outliers even in large data sets. In turn, any statistical downscaling method relying on sample correlation can therefore provide misleading results. An exploratory procedure is proposed to detect the dependence outliers in multi-variate data and to quantify their impact on correlation structures.

1 Introduction

The investigation of climate change impact on the hydrological cycle is one of the crucial topics in the field of water resources management and planning (Mehrotra and Saharna, 2015). Simulations of regional and global climate models (RCMs and GCMs) represent a fundamental data source for climate change impact studies. It is well known that raw climate model outputs cannot be used directly in impact studies due to inherent biases which are found even for basic statistical properties (Chen et al., 2015). The bias is caused primarily by simplified representation of important physical processes (Solomon et al., 2007), which is often resulting from low spatial resolution of the RCMs.

Therefore, many methods have been developed to post-process the climate model outputs in order to move their statistical indicators closer to observations. The overview of these methods is presented e.g. by Maraun et al. (2010). Precipitation is a key input into the hydrological climate change impact studies and at the same time it belongs to meteorological variables that are most affected by bias. The comparison of correction methods commonly used for precipitation data is provided by Teutschbein and Seibert (2012). Nevertheless, these standard methods correct only the bias in statistical indicators (mean, variance, distribution function) of individual variables. The bias in persistence parameters of time series as well as the bias in...
cross-dependence structures between variables is often neglected. However, the dependence structures of the meteorological variables affect the hydrological response of a catchment (Bárdossy and Pegram, 2012), thus their inadequate representation in the data can impair hydrological impact studies (Teng et al., 2015; Hanel et al., 2017).

In recent years several studies attempted to overcome this limitation. Hoffmann and Rath (2012) and Piani and Haerter (2012) focused on the relationship between precipitation and temperature data from a single location. Bárdossy and Pegram (2012) developed two procedures correcting a spatial correlation structure of RCM precipitation. Mao et al. (2015) proposed a stochastic multivariate procedure based on copulas. Johnson and Sharma (2012) developed a procedure correcting common statistics (mean, variance) together with lag-1 autocorrelation in multiple-time scales. The procedure was later extended with a recursive approach by Mehrotra and Sharma (2015) and subsequently with a non-parametric quantile mapping by Mehrotra and Sharma (2016) to correct the bias in auto- and cross-dependence structures across multiple time scales. An approach based on the principal components was presented by Hnilica et al. (2017), correcting bias in cross-covariance and cross-correlation structures.

This study is focused on a temporal stability of dependence structures. We evaluate the temporal changes in cross-and auto-correlation structures in multivariate precipitation data simulated by an ensemble of climate models. We further investigate whether the magnitude of the changes exceeds considerably the natural variability. Attention is finally paid to the effect of outlying values, which can significantly affect the correlations and can thus lead to artefacts in bias-corrected time series.

The paper is organised as follows. In Sect. 2 the data used in this study are presented and Sect. 3 describes the methodology. In Sect. 4 the results are reported and in Sect. 5 their consequences for climate changes impact studies are discussed.

**2 Data and study area**

The daily precipitation sums data from six EURO-CORDEX (Giorgi et al., 2009) regional climate models were considered. The ensemble of models was composed of two RCMs (CCLM, RCA) driven by three GCMs (EC_EARTH, HadGEM2-ES and MPI-ESM-LR); see Table 1 for the overview. The simulations with 0.11 degree spatial resolution forced by RCP8.5 were used. The data from twelve model grid-boxes located in the western part of the Czech Republic were analysed, see Fig. 1 for the details of the area. The control period spans the years from 1971 to 2000, the future period the years from 2051 to 2080.
Table 1. Global and regional climate models used in the present study.

<table>
<thead>
<tr>
<th>GCM</th>
<th>RCM</th>
<th>ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC-EARTH</td>
<td>CCLM-4-8-17</td>
<td>1A</td>
</tr>
<tr>
<td></td>
<td>RCA4</td>
<td>1B</td>
</tr>
<tr>
<td>HadGEM2-ES</td>
<td>CCLM-4-8-17</td>
<td>2A</td>
</tr>
<tr>
<td></td>
<td>RCA4</td>
<td>2B</td>
</tr>
<tr>
<td>MPI-ESM-LR</td>
<td>CCLM-4-8-17</td>
<td>3A</td>
</tr>
<tr>
<td></td>
<td>RCA4</td>
<td>3B</td>
</tr>
</tbody>
</table>

Figure 1. Location of the considered grid-boxes in the Czech Republic.
3 Methods

The wet and dry periods were treated separately in this study. The cross-correlations were calculated in two stages. Firstly the binary cross-correlations were calculated to assess the correspondence of wet/dry periods, using the time series with the values replaced by 0 (dry day) or by 1 (wet day). In the second stage the cross-correlations of overlapping wet periods were calculated. The auto correlations were analysed through the lag-1 auto-correlation coefficient, where only the non-zero pairs of neighbouring values \( x_i \) and \( x_{i+1} \) were considered.

The individual grid-boxes were labelled by numbers 1-12, as shown by labels in Fig. 1. The cross-correlation between the grid-boxes \( i \) and \( j \) is denoted as \( r_{i,j} \). The symbol \( R \) denotes the correlation matrix (i.e. the square matrix with elements \( r_{i,j} \)). The lag-1 auto-correlation from grid-box \( i \) is denoted as \( r_i^1 \). If appropriate, the subscripts denoting the grid-boxes are omitted for clarity.

The changes of correlation coefficients were calculated as

\[
\Delta r = r_F - r_C
\]

where \( \Delta r \) denotes the change of \( r \) (cross- or auto-correlation), subscripts F and C denote the future and control periods, respectively. Note that the first order moments needed for calculation of \( r_F \) and \( r_C \) are calculated independently for future and control period. Another option, leading potentially to larger changes is to consider fixed reference, e.g. the mean for the control period. However, the changes in the mean are relatively small, the average change is 0.14 mm across all considered simulations, which represents approximately 5% of the value from the control period. Therefore the difference in the calculated \( \Delta r \) and their significance are not expected to be large.

The sampling variability of individual cross- and auto-correlation was investigated to assess the statistical significance of their changes. The confidence intervals were derived using the block bootstrap approach (Davison and Hinkley, 1997). Specifically, the confidence interval around the correlation \( r_{i,j} \) was obtained as follows:

1. one-year blocks from the time series for basins \( i \) and \( j \) were randomly selected with replacement (30 times to obtain the same sample size as the original data), subsequently the correlation of the 30-year sample was calculated
2. step 1 was repeated 1000 times
3. the 95% confidence interval was derived as a range between the 0.025 and 0.975 quantiles of the resampled correlations.

The block approach was chosen to preserve seasonal variability in the bootstrap samples. For the presentation of confidence intervals, the unique identifier (ID) was assigned to each pair of grid-boxes, the numbering was done according to rows of
correlation matrix; the scheme is depicted in Fig. 2. The confidence intervals for auto-correlation were derived in the same way using one-year blocks of time series. The joints of the adjacent blocks were not included in the calculation. Due to random selection of the blocks the beginning part of blocks is independent on the end of the previous blocks. To minimize bias introduced by block resampling, data that are potentially influenced (joints of the adjacent blocks) were not considered for the calculation of the serial correlation.

The confidence intervals around the correlations from control and future period were used to visually assess their overlap. In addition, the real bootstrap-based tests of significance of individual changes were performed. In each of thousand steps the correlation of resampled control data was subtracted from the correlation of resampled future data. The change was found significant if the confidence interval of these differences contains zero.

<table>
<thead>
<tr>
<th>grid-box number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>5</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td>33</td>
<td>34</td>
<td>35</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td>37</td>
<td>38</td>
<td>39</td>
<td>40</td>
<td>41</td>
<td>42</td>
<td>43</td>
<td>44</td>
<td>45</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td>46</td>
<td>47</td>
<td>48</td>
<td>49</td>
<td>50</td>
<td>51</td>
<td>52</td>
<td>53</td>
<td>54</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td>56</td>
<td>57</td>
<td>58</td>
<td>59</td>
<td>60</td>
<td>61</td>
<td>62</td>
<td>63</td>
<td>64</td>
</tr>
</tbody>
</table>
4 Results

4.1 Changes in correlation structures

In the case of 12-dimensional data, the change of the cross-correlation structure consists of changes in \( r_{i,j} \) coefficients for 66 pairs of grid-boxes (corresponding to the sub-diagonal part of the correlation matrix). For clarity, these 66 changes are presented in the form of box-plots for individual models.

Figures 3a and 3b present the changes in the binary cross-correlations and in the cross-correlations of wet periods, respectively. As seen from the figures, the binary correlations are relatively stable; their changes range approximately from -0.02 to 0.03. Therefore, the correspondence of wet/dry periods between individual grid-boxes remains similar in the control and future periods. The correlations of wet periods change more substantially, the changes range from -0.16 to 0.05. Nevertheless, there are strong differences between individual models, the models 1A and 2A reach noticeably higher changes than other models. In addition, the changes in fractions of dry days were calculated. In general, the fraction of zeroes fluctuates around 0.25 in time series across all models and it was found that it slightly increases in most cases. The difference can be found between the regional models A and B. While in the simulations of the model A the fractions of zeroes increases on average by 0.05, for the model B the average increment is only 0.009.

Figure 3c presents the changes of lag-1 auto-correlations; the box-plots for individual models are compiled from 12 changes in time series from individual grid-boxes. The changes range from -0.1 to 0.025, the widest range of changes is reached by the model 2A. The maximal relative changes in cross-correlation reach up to 18% of the value from the control period, in the case of auto-correlation it is almost 45%. Note that the auto-correlations are in general markedly lower than cross-correlations (the mean cross-correlation of individual models exceeded 0.8; the mean lag-1 auto-correlation is around 0.23). This is because the auto-correlations are in general markedly lower than cross-correlations (the mean cross-correlation of individual models exceeds 0.8; the mean lag-1 auto-correlation is around 0.23). In addition, it is worth noting that the reported changes do not completely characterise the changes in auto-dependence structure. Substantial changes in dependence at longer temporal scales have been reported in several studies (Mehrotra and Sharma, 2015, 2016; Hanel et al., 2017).
Figure 3. Overview of the changes in correlation structures for all models: (a) the changes of binary cross-correlations, (b) the changes of cross-correlations of overlapping wet periods, (c) the changes of lag-1 auto-correlations.

The significance of the changes in wet-periods correlations was assessed using a block bootstrap. Figure 4 presents the 95% confidence intervals of individual cross-correlations for all models. The blue dividers identify the successive rows below the diagonal in the correlation matrix. In general, the majority of changes show a little significance, the intervals from control and future periods overlap considerably (except models 1A and 2A, which show exceptionally wide intervals for the future period in many cases). Figure 5 shows the same for lag-1 auto-correlations of individual grid-boxes. Also in this case the majority of changes do not exceed the sampling variability; the most significant changes are reached by the model 3B, but the overall trend is a drop in the future.

To verify these results, the significance of individual changes was tested using the bootstrap approach. The results of tests correspond well with the visual assessment presented in Fig. 4 and Fig 5. In case of cross-correlations, only four changes were found significant for the model 1A, no one for the model 1B, two for the model 2A, eight for the model 2B, two for the model 3A and no one for the model 3B. In case of auto-correlations the significant changes were found only for the model 3B. Note, however, that the fraction of significant changes might be larger in the case that fixed reference is used for calculating correlations and autocorrelations (see Section 3).
Figure 4. The 95% confidence intervals of the cross-correlation for overlapping wet periods for all models. The identifiers (ID) of individual pairs of grid-boxes are explained in Fig. 2. The blue lines separate successive rows below the diagonal in the correlation matrix.

Figure 4. The 95% confidence intervals of the individual cross-correlation coefficients for overlapping wet periods for all models. The identifiers of grid-box pairs (ID) are explained in Fig. 2. The blue lines separate identifiers located in successive rows in the correlation matrix (see Fig. 2). The arrow marks the confidence intervals around the $r_{5,11}$ (ID 50) of the model 2A, discussed in more detail in section 4.2.
4.2 Effect of outliers

The previous section demonstrated that in some cases the changes in cross-correlation show a little significance despite of their high absolute values, which is particularly related to models 1A and 2A. At the same time, it can be seen in Fig. 4 that some confidence intervals for these models are exceptionally wide. Further analyses showed that this instability of correlation estimates is introduced by outlying values, which causes seeming changes of the correlation structures.

In the simulation of the model 2A, the sample correlation $r_{5,11}$ decreased from 0.90 in the control period to 0.73 in the future period. Figure 6a depicts the data from the future period (values from the grid-box 5 plotted against values from the grid-box 11, the data with any zero values are excluded). The decrease is in large part caused by one outlying point, which is circled in the plot. Its removal from the data increases the correlation in the future period to 0.86, which markedly reduces the change. On the other hand, high values do not necessarily affect the correlation, as seen in Fig. 6b, where the data from grid-boxes 11 and 12 are plotted (again the model 2A, future period). The circled outlier does not affect the correlation in this case, since the location of the point is in accordance with the configuration of data – the point lies approximately in a direction of a potential regression line.

Outlying values affect also the auto-correlation. The largest change of the auto-correlation was achieved by the model 2A, where $r_{12}^1$ decreased from 0.23 in the control period to 0.12 in the future period. This decrease is caused by the outlier 349.4 mm in the future data; this extraordinary value was simulated by the model 2A for the 8th May 2080. Figure 6c depicts the data for the calculation of $r_{12}^1$, i.e. the values $x_i$ plotted against the values $x_{i+1}$, where $i$ denotes the order of the value $x$ in the time series. The outlier is employed twice within the calculation (as $x_i$ and as $x_{i+1}$, circled values in Fig. 6c) which markedly affects the result. If the outlier is removed from the time series, $r_{12}^1$ increases from 0.12 to 0.22, which reduces the change almost to zero. The calculation of other members of the auto-correlation function is affected by the outlier in the same way.

We note, that the effect of an outlier to the auto-correlation strongly depends on values, by which the outlier is surrounded in the time series. The presence of a noticeable outlier thus makes the calculation of the auto-correlation very unstable.
Figure 6. The effect of outliers on correlation structures of model 2A in the future period, the outliers are circled: (a) the outlier strongly affecting the cross-correlation, (b) the outlier with no effect on the correlation, (c) the outlier affecting the calculation of the serial correlation $r_{12}^1$. 
4.3 Detection of outliers

The examples showed that outliers can distort cross- and auto-correlation structures of a large dataset comprising many thousands of values. Nevertheless, it should be realized that not each extreme value necessarily affects the correlation (as seen in Fig. 6b). Therefore, a more specific concept of outliers is presented in this study. Values deviating from the correlation structure are denoted as *dependence* outliers. As well as ordinary outliers, the dependence outliers are values at a long distance from the origin; nevertheless, the difference between them and ordinary outliers consists in a dependence on the coordinate system in which the distance is measured. Figure 7 illustrates this by an example of synthetic 2-dimensional data. The dashed lines and coordinates in square brackets define the standard (canonical) coordinate system. The ordinary outliers are points in a long distance from the origin [0, 0], measured in the standard coordinates; the point A represents an example. The solid lines and coordinates in round brackets define an alternative coordinate system, which reflects the intensity of linear dependence between the variables X and Y. The dependence outliers are points in a long distance from the origin (0, 0), measured in the alternative coordinates; the point B represents an example. Let us remark that the point B does not represent an extreme value neither in X nor Y data, in contrast to the point A. Nevertheless, the point B deviates from the dependence structure, which comes out when its distance from (0, 0) in alternative coordinates is calculated. The alternative coordinate system is constructed through the covariance matrix of the data. The directions of the axes are given by the eigenvectors of the matrix, the lengths of unit vectors are given by the square root of the corresponding eigenvalues and the origin is located in the mean of the data. The construction of the system is related to the principal component analysis; see for example Wilks (2011) for details.
The problem is that the presence of outliers is not simply detectable from the changes of dependence structures. It can be indicated either indirectly from the analysis of sampling variability; nevertheless the wide confidence intervals do not necessarily imply the presence of outliers. Or alternatively, it can be found out when the individual pairs of datasets are visually checked. We propose a procedure allowing for identification of significant dependence outliers and assessment of their effect on correlation structure. The procedure consists of three steps:

1. the most outlying (multi-variate) value is found in the data (in alternative coordinates)
2. the value is removed from the data and a new correlation matrix is calculated
3. a difference between the new and the previous correlation matrix is calculated and recorded.

Figure 7. The difference between the ordinary and dependence outliers. The dashed lines define the standard coordinate system; the solid lines define an alternative coordinate system. The points outlying in the standard coordinates are ordinary outliers (point A); the points outlying in the alternative coordinates are denoted as dependence outliers (point deviating from the dependence structure, point B). The construction of alternative coordinates is explained in the text.
These three steps are repeated. The difference in step 3 is quantified through

\[ \delta \mathbf{R}_m = \| \mathbf{R}_m - \mathbf{R}_{m-1} \| \]  

(2)

where \( \mathbf{R}_m \) denotes the correlation matrix of the data from which \( m \) largest outliers were removed, the symbol \( \| \cdot \| \) denotes the Frobenius matrix norm. The most outlying value in the step 1 is simply defined as the value with the highest distance from origin (measured in the alternative coordinates). A result of the proposed exploratory procedure is a sequence of \( \delta \mathbf{R}_m \), which clearly indicates the presence of noticeable outliers. We note that the alternative coordinate system in which the dependence outliers are searched is data-dependent (in contrast to the standard coordinates). It means that after each outlier removal the alternative coordinates slightly change and must be recalculated to correspond to the actual-remaining data.

The procedure is demonstrated on two simple 2-dimensional examples. Figure 8a depicts the sequence of \( \delta \mathbf{R}_m \) for the data from Fig. 6a. A massive impact of the first outlier is clearly visible; the removal of next outliers already does not affect the correlation matrix substantially (the first member \( \delta \mathbf{R}_1 \) corresponds to the circled outlier in Fig. 6a). Figure 8b depicts the same for the data from Fig. 6b; a gradual evolution of \( \delta \mathbf{R}_m \) indicates that the data do not contain noticeable (dependence) outliers.

![Figure 8](image-url)

Figure 8. The demonstration of the exploratory procedure: a) the detection of dependence outliers for 2-dimensional data from Fig. 6a – the plot of \( \delta \mathbf{R}_m \) indicates a noticeable outlier in the data, b) the same for the data from Fig. 6b – a gradual evolution of \( \delta \mathbf{R}_m \) indicates that data do not contain dependence outliers.
A real utility of the procedure consists in the fact usefulness of the procedure is that a large set of multi-variate data can be explored as a whole. The $n$-dimensional outliers can be searched in the same way as the 2-dimensional outliers in the examples presented above. A result of the procedure is always a one-dimensional plot of $\delta \mathbf{R}_m$, regardless of a dimension of input dataset. Figure 9 shows the plots of $\delta \mathbf{R}_m$ for the complete 12-dimensional data from the future period for all models. The strong outliers in data from 1A and 2A are simply detectable from the plots. Generally, a plot of $\delta \mathbf{R}_m$ enables a simple assessment of the internal structure of the data and a direct evaluation of an importance of individual outliers.

Figure 9. The detection of dependence outliers for complete 12-dimensional data from all models in the future period. The strong outliers in data from the models 1A and 2A are clearly distinguishable.
5 Conclusions

The examples demonstrated that outliers can strongly affect the cross- and auto-correlation structures of the data comprising many thousands of values. In general, it must be stressed that the presence of outliers cannot be considered as a bias. The extreme precipitation values as well as the dependence outliers naturally occur. Nevertheless, although the dependence structures are markedly influenced by a small number of outliers, they characterize the data as a whole. Therefore a substantial bias can arise when the data with noticeable outliers are used to assess the dependence structures or when their dependence structures are used e.g. for calibration of the bias correction functions. The cross- and auto-correlation structures are the key ingredients in several multi-variate bias correction methods, for example in Mehrotra and Sharma (2015) and Mehrotra and Sharma (2016). The results based on these methods can be devalued by outliers, see the supplement to this paper.

-From this point of view there is no need to distinguish between real extremes and “genuine” outliers (for example measurement errors). The real extremes as well as genuine outliers affect the correlation structures in the same way, which subsequently affects the bias corrections (or stochastic generators). Therefore the dependence outliers, regardless of their origin, should be removed from the calibration data. The appropriate tool for testing the presence of outliers is the analysis of the difference $\delta R_m$ between the new and previous correlation matrix (Eq. 2) presented above; the exploratory procedure can be automatized and included in the modelling chain as a pre-processing step to automatically remove at least the most noticeable outliers.

The analysis of significance showed, that in most cases the correlations are stable in time, their changes are insignificant and caused by outlying values. Therefore the climate projection can be interpreted as a linear transformation of an initial state, because a nonlinear transformation would change the correlations substantially. From this point of view a reasonable scenario of future precipitation can be obtained by the corresponding linear transformation of observations, i.e. by the multiplicative delta method (Déqué, 2007). Such an approach avoids the problems of complex bias correction methods (e.g. their increasing complexity and unclear effect on climate change signal), which are recently the subjects of serious criticism, for example by Ehret et al. (2012) or Maraun et al. (2017).
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