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Thank you for the detailed review and suggestions which help us to improve our manuscript. We hope to address the comments in a revised version of the article. Below we would like to answer and provide possible solutions for the comments and recommendations, following the referee’s questions.

General comments:

Q1. The methods used to predict soil retention characteristics are adequate. However, the procedure of variable selection does not become totally clear.
A: With the variable selection our aim was to exclude less important predictors. Please find detailed description on how variables have been selected under answers for the specific comments.

Q2: The manuscript is largely well structured, minor changes are suggested in the specific comments below. The conclusion is not in an appropriate form at all and should be written again.

A: Thank you for calling our attention to reformat the conclusions. Information will be moved under results and discussion and conclusions will be rewritten. Please find more information on it under answers for specific comments (P12 L1 – P13 L3).

Q3: I followed the link in the manuscript but could not download the maps and pedo-transfer functions.

A: We are sorry that the download link of the maps did not work, something happened with the access authorization after submitting the manuscript, now the problem has been fixed.

Specific comments

Abstract

P1 L16-17: Please formulate more precise: “water content at saturation (THS), at field capacity (FC), and at the wilting point (WP)”

A: Thank you for the suggestion, information on matric potential values will be added in the abstract as well.

Introduction

P2 L29 – P3 L2: In this paragraph only studies are listed in which tree-based MLA algorithms worked best. Are there also studies where other methods like e.g. artificial neural networks performed best? If yes, they should also be mentioned here. I also think that tree-based methods are a very good choice in this study, but I wonder if there
is really only one best approach.

A: Thank you for your comment. We will provide some papers, which used several MLAs (e.g. neural networks, cubist, gradient boosting) for mapping soils and short summary of them.

P3 L10: Do you mean soil water content at field capacity and wilting point?

A: Thank you for highlighting it, yes.

P3 L11: How can measurements be optimized? What is meant by number of measurements? A large number of?

A: You are right, the sampling density was optimized, the sentence will be clarified accordingly.

P3 L14-21: Please provide some numbers summarizing the uncertainties found in the studies cited, so the reader can get a feeling about which order of magnitude of uncertainties can be expected when predicting soil retention data. This might also define the “internationally accepted performance of hydraulic PTFs” mentioned in the abstract (P1 L22).

A: Indeed, it is important, thank you for the idea. In predicting soil water retention data root mean squared error between 0.02 and 0.07 cm3 cm-3 can be expected depending on the predicted soil hydraulic property and available input information (Nguyen et al., 2017; Zhang, Schaap, 2017; Román Dobraco et al., 2019). When PTFs are applied for mapping than uncertainty of the input soil layers will further increase the uncertainty of the PTFs, e.g. in point based validation RMSE was 0.073 cm cm-3 for FC mapped for China in Wu et al. (2018); Leenars et al. (2018) found that mean RMSE for THS, FC and WP together was 0.102 cm3 cm-3 for African soils; in EU-SoilHydroGrids RMSE was 0.095, 0.096, 0.084 cm cm-3 for THS, FC and WP respectively for European samples (Tóth et al., 2017).


P3 L23-25: The objective of the study should be clear and unambiguous. The formulation of the aim(s) should therefore always be identical when mentioned in the text (in the abstract, in the last paragraph of the introduction and in the first paragraph of the conclusion).

A: Thank you for the suggestion. We will rephrase the objective mentioned in the text to be identical. We will stick to the following main aim: to analyse difference in performance and spatial patterns between soil hydraulic maps derived with indirect (using PTFs) and direct (geostatistical) mapping methods. The possibility for a non-computation intensive method to map uncertainty of calculated soil hydraulic parameters is a possible advantage of the PTF method.

Materials and Methods

P4 L12-20: The quite large number of abbreviations introduced in the manuscript unnecessarily demands the capacity of the reader. Please omit abbreviations when the term is used only a few times (e.g. ST or PSD).

A: We will remove unnecessary abbreviations.

P4 L22: The covariates are only used to predict the soil hydraulic properties. The relationships between the response and predictor variables are not analysed in the manuscript (e.g. by partial dependence plots). Please rephrase “analysis of the rela-
tionships”.

A: Thank you for highlighting it, the sentence will be rephrased.

P4 L22: What does the number 173 stand for? Is it the number of available covariates?

A: Yes, we will might delete it to keep the sentence simpler. Number of predictors is mentioned other parts might not be necessary to highlight it also here.

P4 L30 – P5 L2: I had to read the sentences several times to understand them. Please rephrase.

A: We will rephrase those sentences. We needed two kinds of predictions: (1) for topsoils where we could include OM, CaCO3 and pH among the predictors and (2) for subsoils without the above soil chemical parameters, because those are not available for the 30-60 and 60-90 cm on the Balaton catchment. First we randomly selected 67% of the samples from those which has data on the dependent and all the independent variables available on the catchment to derive the PTFs. The rest 33% was used to compare the performance of the PTFs, this we called TEST_CHEM set. In the second step we needed a training (67% of data) and test set (33% of data) also for subsoil prediction for which we didn’t have to apply the restriction on the soil chemical properties, therefore we could include more samples for the analysis. As test set we used the samples of the TEST_CHEM set and further added cases to reach the 33% of the complete data appropriate for subsoil predictions. Again the left 67% was used for the training.

P4 L25 – P5 L5: The content of the paragraph is not really covered by the heading “Soil hydraulic dataset”. Please adapt the heading. I also asked myself, if some information should be shifted to section 2.4.1.

A: Thank you for the suggestion. Information on how data was selected to train and test the PTFs will be moved under section 2.4.1. The heading will be rephrase, e.g.: Dataset to relate soil hydraulic properties and environmental information.
P5 L7: Please rephrase “most often used soil water retention values”.
A: We will rephrase it. We mapped those soil water retention values which are usually differentiated for several applications.

P5 L7-8: Why did you map water content at -330 cm matric potential when field capacity is determined in Hungary at -300 cm?
A: Thank you for finding it, -300 is a mistyping error. It will be corrected in the text.

P5 L15: Why are these methods the most efficient MLAs? This is a very general statement. I am sure that many data scientist would at least partially disagree. Please rephrase. See also my comment on P2 L29 – P3 L2.
A: We will rephrase the sentence, RF and GBM are two widely used MLA, which often achieve good prediction performance on datasets that are characterized by a large number of predictors.

P5 L17: To calculate quantiles during the predictions? Quantiles of what? What is meant by “during the predictions”?
A: The text will be rephrased. “The advantage of these two algorithms is the possibility to estimate prediction intervals as a function of the predictor variables.”

P5 L15-L19: Please add some general information about the principles of regression trees. Also an unexperienced reader should get at least an imagination how the input information is transformed to water retention characteristics. Please also mention once the alternative names of the MLA s (e.g. boosted regression trees) to avoid confusion.
A: We will summarize the principles of regression trees before describing the difference between RF and GMB.

P5 L19: . . .build ensembles of models. . .
A: Will be corrected.
P5 L19: . . . the difference between GBM and RF is the way. . .
A: Will be corrected.

P5 L26: mtry? Seems to be an argument of an R function?
A: Yes, we will clarify it in the text.

P6 L1: 50 independent variables out of how many? I assume that it is related to the number 173 in P4 L21. Right?
A: Yes for topsoils, in the case of subsoils it was 170, it will be clarified in the text.

P6 L1: It is not really clear to me how you performed the variable selection. Especially when potential predictors are correlated it can be quite challenging to find an optimal set of predictors. Did you start with all possible predictors at once or did you try out many different combinations of predictors?
A: Thank you for highlighting it, the sentence was not properly phrased. Our aim was to reduce the number of predictors. We selected the 50-50 most important variables both in GBM and RF methods based on the five times repeated five-fold cross-validation, then concatenated the two sets of predictors. In this way less relevant predictors were excluded from the analysis. First we wanted to use the recursive feature elimination (Gregorutti et al., 2017) – with rfe function implemented in R caret package –, which would be a real optimization of input variable selection, but the RFE analysis couldn’t be finished on the training set (173 variables of more than 5700 samples) due to lacking computation capacity. Then we found the possibility to at least reducing the number of predictors based on importance measure of the variables. Nussbaum et al. (2018) compared different covariate selection methods: a) based on variable importance calculated in RF model and b) stepwise recursive elimination of the least important variables. They found that both methods selected similar set of covariates. Their study was similar to our ones regarding the topic and dimension of data, therefore based on their results we reduced the number of predictors based on variable importance.
is practically the first step of the RFE analysis. In HUN-PTF method we considered the variable importance of both GBM and RF to rely on the results of more methods. We concatenated the 50-50 most important variables, in this way depending on soil hydraulic parameter and soil depth 65-76 predictors stayed in the model. Text is will be modified accordingly.


P6 L8-11: Terminology again: Is it right that “out of bag sampling” is identical to “bootstrapping”? If yes, you might also drop the term “bootstrapping” once.

A: Yes, we will add the term bootstrapping under 2.4.1. section.

P6 L18: . . .to the median and the 5% and 95% quantiles. . .

A: Thank you, we will modify it.

P6 L20 – P7 L8: The combination of state of the art MLAs and classical geostatistical tools seems plausible and promising to me. However, I wonder if it is correct to call it simply “direct mapping”. Isn’t it a combination of both: indirect (prediction with RF) and direct (kriging) mapping? Maybe I just haven’t understood the essential differences between direct and indirect mapping approaches.

A: Thank you for your observation. The essential difference between direct and indirect mapping is the approach of the inference. In direct mapping the target soil variable is directly interpolated over the domain of interest, whereas in indirect mapping not the target variable but its components / factors / covariates are interpolated first and then these interpolated surfaces are in use to compute and map the target variable. Pásztor et al. (2017) discussed this two approaches in detail.

P6 L26: . . . Table 2 summarizes the measured. . .
A: Thank you, we will modify it.

P7 L2: Here it says “most important covariates” (the result of the variable selection, right?), but in the caption of Table 1 it says (all) “available environmental covariates”.

A: Thank you for highlighting it. Yes, Table 1 shows all available environmental covariates, text will be corrected.

P7 L11: . . .with the method. . .

A: Thank you, we will modify it.

P7 L10: “. . .based on measured soil hydraulic properties calculated for. . .”. How can the measured properties be calculated? Please rephrase the sentence.

A: It will be modified. We intend to say: Performance of soil hydraulic maps was evaluated based on observed soil hydraulic properties harmonized for 0-30, 30-60 and 60-90 cm depth with the method described in 2.4.2 section.

Results and discussion

P7 L27-28: In P6 L1 it says that most important 50 independent variables have been selected. How did you select them out of the 69-76 and 65-77 variables mentioned here?

A: We will add information on how number of variables was decreased under 2.4.1 section. Based on both GBM and RF analysis most important 50-50 variables was selected, after concatenating those we got 69-76 for topsoil predictions, for subsoils 65-77 stayed depending on the target variable in the case of HUN-PTF method.

P8 L9-16: This paragraph should be shifted to the Materials and Methods section.

A: The paragraph includes the result of tuning the model parameters before building the final model, therefore we thought to include it under the results of HUN-PTFs.

P8 L6: Why can you assume that multicollinearities are no problem at all? I assume,
that many of the predictors presented in Table 1 are highly correlated. I wonder if it is even possible to estimate a unique set of regression-tree parameters when predictors are correlated. For the same reason I could also imagine that it is not possible to determine one unique set of 50 most important independent variables.

A: Thanks to highlight it, the sentence will be revised. In case of our analysis multicollinearity is similar in the training set and mapped area therefore it had less influence on the performance of the maps. It is true that if the HUN-PTFs would be applied in a different region multicollinearities might influence the performance of the predictions. Dorman et al. (2013) found that prediction performance of random forest did not get worse due to high collinearity in the training dataset. The above mentioned RFE analysis would help to decrease multicollinearity (Gregorutti et al., 2017) but didn’t run on our dataset due to high dimensionality. By eliminating around 100 predictors from the entire 173 based on the importance measures we could partially decrease the multicollinearity and improve performance of the prediction. Optimizing predictor selection could be further elaborated, but this is beyond the aim of the presented paper.


P8 L22: Please compare the values listed in the text and in Table 1 once again. I am not sure if they match.

A: Thank you, you are right, we will correct it. We will modify the R2 values as well, we will list those only for RF. In this way we keep the logic: highlighting results of the selected algorithm.

P8 L27 and many other passages in the text: Is it correct to use the term “covariate”
when talking about regression trees? To me “predictors” or “independent variables” seems more plausible.

A: Thanks for highlighting it. We used the environmental covariates as independent variables in HUN-PTF and the RF part of the RFK. For clarification “predictors” will also be used in text related to PTFs: under 2.1., 2.2, 3.1. Geostatisticians use the term “environmental covariate”, therefore it might enhance the interpretability of the manuscript if also this term would be kept.

P8 L30: . . .than soil related variables. . .

A: Thank you, it will be corrected.

P9 L6-L26: Please explain in the Method section how relative importance is determined.

A: Explanation on it will be added.

P9 L30: mtry? See also my comment on P5 L26.

A: We will write it out: “number of randomly selected predictors at each split” for easier understanding.

P9 L27 - P10 L13: In addition to the quality criterions presented in Table 4 it would be interesting to see scatterplots (measured versus predicted values). They sometimes give a better feeling for model performance and they also show if there are areas in the predicted data space of THS, FC and WP with very good or poor prediction performance.

A: Thank you for the suggestion we will include the scatter plots, which would also show the 90 % prediction intervals and describe it in the text. Please find it attached (Fig 4.), quality of figure will be increased: The scatter plot of the measured versus predicted water retention values with 90% prediction interval on test data sets based on random forest method. THS: saturated water content, FC: water content at field capacity, WP:
water content at wilting point (Fig. 4).

P10 L6-13: Please discuss what it is good for to add kriged values computed with a pure nugget model when the residuals of the RF predictions show no spatial structure. This way you simply add random numbers that blur your predicted mean values. I wonder, if you should leave out the whole exercise.

A: You are right in that sense kriged values computed with a pure nugget model do not give any new “information” to the RF predictions. However, kriged values with a nugget variogram add zero values to the RF predictions rather than random numbers. Thus kriging with a nugget model do not blur the predictions. We wouldn’t like to leave this exercise because it is an algorithmical decision (considering the stochastic part of the spatial variation of the given soil property) rather than a subjective decision, even if we get the same result.

P10 L10: the correlation is based on only three pairs of values. Please use a weaker formulation.

A: Thank you, we will rephrase the sentence.

P10 L33 – P11 L9 and Fig. 5: Why did you select WP in Fig 5 and why did you only show confidence intervals for HUN-PTF? It would also be interesting to see maps of THS and FC and the confidence interval from the RFK predictions.

A: We will show the Fig. 5 and 6 maps also for THS and FC, please find those attached (Fig. 1-3). Sorry for confusion, the formulation of the aim of the paper will be identical in the entire manuscript. Calculating the confidence intervals for the RFK method is beyond the scope of this study, although it would be interesting to analyze the difference between uncertainty maps calculated with the different methods in the future, similarly as it was done by Szatmári and Pásztor (2018) for soil organic carbon stock in Hungary. According to it, quantile regression forest (Meinshausen, 2006) based uncertainty quantification outperforms most of the prediction techniques used in digital soil
mapping. Furthermore, they have pointed out that bootstrapping based uncertainty quantification for RFK is quite time consuming, as well as it requires massive storage and computing capacity. The ranger package - with which we derived the HUN-PTFs - includes implementation of quantile regression forest (Meinshausen, 2006) for the calculations of the prediction intervals.


P11 L12: . . .we have not differentiated uncertainty of. . .

A: Thank you, it will be corrected.

Conclusion

P12 L1 – P13 L3: The conclusion has poor quality and should be written again. A conclusion should just consist of one or two paragraphs where the most important results are summarized and the most important conclusions are drawn. A concise take home massage can be formulated. In the following just some examples of aspects are listed that are wrong placed the conclusion of the manuscript: P12 L17- 20: Such general methodological aspects are not the take home message of the study.

A: We were not aware of the correct formulation of the conclusions and wrongly included discussion in that section. The text will be completely moved under Results and discussion section and will add the real conclusions there. The take home message is the following: Based on the results in case of six out of nine soil hydraulic maps there is no significant difference in performance between values derived with pedotransfer function and geostatistical method on the Balaton catchment. The benefit of maps derived with random forest and kriging is that locally extreme values can be better characterized. In the case of pedotransfer function based mapping it is advantageous that calculation of uncertainty is much less computation intensive than it is with geostatistical methods, although it would be interesting in the future to analyze the
difference between uncertainty maps calculated with the different methods specifically for soil hydraulic properties.

P12 L30-32: A discussion of methods or suggestions of alternative methods should be done in the discussion section.

A: It will be moved under Results and discussion section.

P12 L31 – P13 L2: The conclusion is the wrong place for such a detailed discussion of the methods used. A new table (Table 7) should not be introduced in the conclusion section.

A: Both text and Table 7 will be moved under Results and discussion section.

P13L2-3: A comparison with findings by other authors should be done in the discussion section. New references should not be introduced in the conclusion (e.g. Webster and Oliver (2017)).

A: Text will be moved under Results and discussion section.

Thank you again the comments and suggestions. We hope to adequately address the issues identified and look forward to any other feedback the referee may have.

Fig. 1. THS_map_section
**Fig. 2. FC_map_section**
Fig. 3. Difference between possible lower 5 % and upper 95 % water content at saturation (a), field capacity (b) and wilting point (c) in 0-30 cm soil depth for a section of the Balaton catchment.
Fig. 4. The scatter plot of the measured versus predicted water retention values with 90% prediction interval on test data sets based on random forest method.