In the following we use R1C1 (etc) to refer to comment 1 (C1) by referee 1 (R1).

R1C1: The authors of this paper seek a method that decomposes a time series of monthly means into three components, one of which might contain a trend component, the second representative of the annual cycle, and the third representing the remaining stochastic month-to-month variability, with the decomposition being performed in such a way that the pair-wise covariance between the three components is zero. They propose an analysis of variance that achieves this objective. Competing decomposition methods are briefly assessed and found not to produce components with zero pairwise covariance (i.e., are uncorrelated), although the author’s calculations suggest that the covariances obtained using these methods are small in most cases in the examples considered.

Response: We appreciate the anonymous review for the evaluation and comment on the manuscript.

R1C2: First, it is not obvious that the three methods considered correspond to three identical models for the month-to-month variation in precipitation – and indeed, it seems that the models cannot be the same. A challenge from the outset is that it is not clear what parts of model (1) are stochastic, and which are fixed, although for all three it seems that the component \( P_m(t) \) represents the annual cycle, and thus has the property \( P_m(t) = P_m(t+12) \). I would conclude then that \( P_m(t) \) is deterministic rather than stochastic, so the notion of variance and covariance (between random variables) doesn’t quite seem to fit the bill.

For the first variant of the model, discussed in 4.1, the component \( P_a(t) \) is take to be a linear trend. Since the entire observational record is considered, it seems that for this method at least, \( P_a(t) \) is deterministic, and thus again, the notion of variance and covariance between random variables does not apply. In this case, what is being fitted is a variant of model (1) with a deterministic linear trend, a fixed annual cycle, and residual stochastic variability. There are probably a number of ways this could be fitted other than by estimating components sequentially – and perhaps an ANOVA formulation is one of those better ways, but this should be judged in terms of the relative efficiency of parameter estimates obtained via different methods as opposed to whether the apparent covariance between components is zero.

The second variant of the model, discussed in 4.2, uses a crude low pass filter to obtain \( P_a(t) \). This is rather different from a trend formulation, because the filter will pass both any deterministic change in level over time (assuming that such changes only occur on long time scales) and stochastic variability at time scales that the filter allows to pass. Note that the moving average filter does not cut off smoothly with frequency (it has messy “side lobes” that leak high frequency variance), resulting in contamination of the low frequency component by higher frequency “noise”. Thus, this variant of model (1) has in mind trend plus stochastic low frequency variability as one component, the annual cycle as a second component, and stochastic high-frequency variability as a third component. Variability and covariance of the first and third terms make sense, in so much as deterministic trend is not present in the first term. Clearly this is a different animal from that considered in the first variant of the model.
Both the first term is different, and the nature of the variability that is retained in the third term is different.

The third variant of the model, discussed in Section 5, apparently uses a 2-factor ANOVA model to decompose a time series of monthly means into an annual effect (with a different level for each year), a month effect (with a different level for each of the 12 months of the year, thus representing the annual cycle), and a residual component. The interpretation of this type of model requires consideration of whether year and month effects are fixed or random. In this case, I would assume that year effects are random, and month effects are fixed, since they are common to all years. The partitioning of variability in an ANOVA analysis is done in such a way that, under the assumption of the Gaussian distribution and iid residual variability, the three variance components that result are statistically independent. This is all standard stuff, and I’m not sure that the long appendix is required to make essentially this point. From a climatological perspective, the interpretation of this variant of model (1) is not very different from that of the second variant of the model considered in section 4.2. The annual component presumably has deterministic trend and low frequency stochastic components, the annual cycle is deterministic, and the residual has higher frequency stochastic variability.

Again, differences between these methods, and the underlying variants of model (1) that are implicit in these methods, should be considered in terms of the different objectives of the methods (a different variant of model (1) implies a somewhat different objective), and whether one method produces better estimates (from a statistical perspective) of model parameters and properties rather than rather arbitrarily focusing on a single aspect, the covariance of component estimates.

Response: We agree with R1 about the importance of things like distinguishing deterministic and stochastic variables for the three methods, etc. On reading the comment in totality we realize that there is a misunderstanding of our objective. This misunderstanding has arisen because we have not clearly communicated the objective. The original objective of this study is to seek a decomposition method that could be applied to understand the variability of a time series in the hydrologic and climatic sciences. In that context, we do not aim to propose a new decomposition method or develop the existing decomposition methods. Instead, we aim to compare the most commonly used decomposition methods in hydrologic and climatic sciences. For example, partitioning variability in precipitation into the various components to explore how variability of the source (left hand-side of Eq. 2) is partitioned into the various time scales, i.e., sinks (right hand-side of Eq. 2).

In terms of the decomposition of variability, the problem here is the existence of covariances between decomposed components, since the physical meanings of these covariances are difficult to explain. The key to simplify the problem is to have zero covariances between the three decomposed components. Under that circumstance, we have done the comparisons between decomposition methods in this study mainly based on covariance assessment. If the zero covariances is true, the total variance of the time series could be easily attributed to the variances of decomposed components. That will substantially simplify analysis of variability.
in the water cycle, and the example application (Fig. 4-5) was intended to provide the necessary context.

However, based on the high-level comments of R1, it is clear that we have not explained our motivation very well. In response, we propose a number of major changes including,

1) change the title of the manuscript to ‘Technical note: Decomposing a time series into uncorrelated annual, monthly and residual components for application in variability studies’, to more clearly describe the contents,

2) completely rewrite the Introduction to more clearly explain the objective of this study as described above.

We believe that the proposed changes will greatly improve this ‘technical note’.

R1C3: One final note concerning a statement that appears on line 90 of the manuscript – zero covariance is synonymous with independence ONLY if the monthly time series values are Gaussian (i.e., normally) distributed. It seems very evident from the figures in the supplement that this is certainly not the case at Cobar (Lerida), e.g., see Figs S3d and S5d. While less pronounced, the similar figures for the other two locations also show some evidence of skewed residuals, and hence a departure from the Gaussian assumption.

Response: Yes, we agree that we have incorrectly used the term ‘independent’ according to the strict definition. Based on the comment, we have carefully checked the difference between definitions of several terms, e.g., ‘independent’, ‘orthogonal’ and ‘uncorrelated’, which have subtle mathematical distinctions and usually make people confused. Strictly speaking, in this study we try to compare covariances between the decomposed components from different methods, and this is the definition of ‘uncorrelated’.

In response, we propose to change the term ‘independent’ to ‘uncorrelated’ throughout. We also propose to change the term ‘random’ in the title and elsewhere in the manuscript to the more accurate term ‘residual’. Finally, we propose to change the title of the manuscript to ‘Technical note: Decomposing a time series into uncorrelated annual, monthly and residual components for application in variability studies’, which we believe follows the important suggestions made by R1.