Dear Editor,

Hereby we submit the revised version of our manuscript entitled "Climate change, re-/afforestation, and urbanisation impacts on evapotranspiration and streamflow in Europe". We feel we have been served well in the review process with constructive and detailed comments provided by 4 anonymous reviewers, and an additional review from one of our own students from Wageningen. We take the large number of reviewers as a sign that the work has sparked interest. We are also pleased to see that no fundamental flaws were identified during the review process. All reviewers seem to agree that the manuscript is interesting, well written, and is in principle publishable. In response to the main criticism about the potential evapotranspiration used, we have gone through considerable efforts to redo all simulations with CRU PET. As a result, all figures have been updated and the numbers have changed slightly, but it should be noted the conclusions remain unchanged.

We hope that the rebuttal will be positively received by the reviewers.

Best regards, on behalf of the authors,

Ryan Teuling
Bennekom, 7-6-2019
Since the forest cover effect is hardcoded in the Budyko model, it will simulate changes in ET. However, this remains an extrapolation, which needs a better validation than what is now presented. The authors mention that the modelled ET average agrees well with the patterns of GLEAM. Here I would like to ask the authors to report statistics of this comparison. Then they also report a correlation with streamflow changes of $r = 0.34$, which corresponds to an explained variance of 12%, leaving 88% unexplained! Please show the scatterplot. Since there is a need for a validation of the model, I think that the model should be able to predict the observed streamflow changes better than a reference, for example using the changes in precipitation and maybe PET. Only if the Budyko model shows a higher skill I see justification to use that model and its change of the landuse parameterisation for the whole of Europe with confidence.

We agree with the importance of validation as stressed by the referee. In response, we have added a 4x4 contingency table (which was suggested by Anonymous Referee #2 and has the function of a scatterplot) and a comparison of the trends in simulated Q, P and PET over the basins of Stahl et al. (2012). From this analysis (shown in a second new figure) we find that our simulation is closest to the observed change. Both P and PET have larger (wet) bias than the model. In order to compare trends over different units we considered the median change (over all basins) normalized by the IQR (Figure 7). We did not include a quantitative comparison with GLEAM because it is not our goal to match this product. In particular, for forest and urban areas (the focus of our study), we believe our model to be more accurate than GLEAM because it has been constrained by long-term water balance observations rather than being validated on eddy covariance data (as is the case with GLEAM). The comparison is for reference only. We have now made this more clear in the text: ‘’Model simulations are validated and compared ...’’ and ‘’It should be noted that this comparison is added for reference only and should not be seen as validation: GLEAM is not a strictly observational dataset, and it does not necessarily provide better long-term estimates of ET for forest and urban areas.’’

Land-use change is modelled by changing the parameter in the Budyko model using data from lysimeters. This is quite a central methodological step and ignores differences in scale of a lysimeter with that of a heterogeneous landscape. It also ignores that the parameter in the Budyko model can be different due to climatic variation, in particular the seasonality of rainfall to that of evaporative demand and the rainfall frequency. Jaramillo et al., 2018 HESS showed that there are increases in evaporative fraction, not explained by climate for many catchments in Sweden. Yet the link to changes in forest properties was rather weak. In contrast this study prescribes a distinct effect of forest age, hence there is a strong tendency that this study assesses the upper range of changes in water balance (if the HILDA database actually reflects the changes).

We disagree with the reference to Jaramillo et al. as used here. They find that: ‘’... the positive residual effect occurred along with increasing standing forest biomass in the temperate and boreal basin groups, increasing forest cover in the temperate basin group and no apparent changes in forest species composition in any group’’. This is fully consistent with our approach of accounting for a) changes in forest cover at the 1 km2 resolution (much smaller than the basins considered in the Jaramillo study) and b) the use of different Budyko parameters for increasing stand age (biomass) as calibrated from unique long-term lysimeter experiments. Hence we believe our study is not at odds with Jamamillo et al. In the revised version, we now refer to this study and also mention seasonality and the synchronicity between precipitation and potential evapotranspiration explicitly as factors that might potentially affect w* in the Discussion (where other factors were already mentioned). Indeed, there is a scale mismatch between the size of the lysimeters and the resolution of the HILDA pixels, but we don’t have any reason to assume that the larger forested lysimeters of 625 m2 do not represent the surrounding landscape (why would they have been constructed, operated and maintained for 50+ years if they would not be representative of the larger region?). We now mention the scale of the lysimeters more explicitly in the text (“area varies from 1 to 625~m2 for the larger lysimeters at Castricum”)

The choice of Thornthwaite method for PET is not acceptable for various reasons: a) It underestimates the evaporative demand (PET or Rn/L, see also van der Schrier 2011 or Maes et al., 2018). An annual average of PET of 700mm/yr for Southern Europe is far to low. That is why the authors need to scale it by an arbitrary factor aPET in the Budyko curve. b) Since it is a function of temperature only, it will be overly sensitive to
warming trends which is arguably pretty strong for the considered period. It also misses changes in shortwave solar radiation, see e.g. Wild et al., 2007. c) The authors argue for Thornthwaite because of data availability. However, there is data on sunshine duration / cloud cover. Furthermore, the diurnal temperature range correlates with solar radiation and has been used as a proxy for this, e.g. Wild et al., 2007, Makowski et al. 2008.

We agree, and have redone the whole analysis using CRU PET as was suggested in the follow-up comment by this reviewer. This has however not significantly changed the results, nor the fact that scaling is needed to account for annual actual ET rates (including interception evaporation) that exceed PET.

Apart from these major issues I enjoyed reading the paper. It is very well written, is well structured and has appealing figures. The topic is of high relevance for HESS. However, I believe that the validity of the Budyko approach needs to be demonstrated and therefore I recommend major revisions.

Thank you for the kind words. With the simulations now based on CRU PET and additional validation we hope that we can convince the reviewer of the validity of our study.

Minor Remarks:

Introduction, L20ff: it is argued that there are no sufficient studies which treat both landuse change and climate change on streamflow / ET. However, there are studies which indeed try to accomplish this, which I want to bring to the attention of the authors. For example Jaramillo et al., 2018 assessed changes in multiple catchments in Sweden. Renner et al., 2014 assessed observed changes of streamflow in East Germany. Lopez-Moreno et al., 2011 for catchments in Spain.

We now cite the studies by Jaramillo and Renner. It was not clear which study by Lopez-Moreno et al. the reviewer was referring to as no reference was provided. However it should be noted that neither Jaramillo nor Renner discuss or even mention impacts on streamflow (only ET).

Figure 3: color of missing values (NA) should not be white, as indicated in the legend

Fixed

Figures 6,7: there should be a color legend, a 3D color scheme on a map is a beautiful drawing but really difficult to grasp. What is the meaning of grey here? Similar magnitude of all drivers or a missing value? To what reference are the data scaled 2-98%, all of Europe? The choice of rectangular sub-regions seems arbitrary to me. Why not use relevant river basins, where data is available to see if your prediction is indeed pointing in the right direction. For example on P9L10 it is mentioned that Scotland shows dramatic increases in streamflow, is this finding supported by observed changes?

A legend for a 3D colormap would also be 3D (a cube) so not easy to display. We believe this would only add to possible confusion rather than make the interpretation easier. Instead, we have opted for zooming in on (rectangular) regions which show strong changes of different composition, and show the individual contributions and corresponding colors so that the interpolation can be based on those. Since none of the other 4 reviewers had the same comment, we decided to keep the figure as it is (note that this figure was iterated and discussed extensively among the authors). Concerning the Scotland example mentioned by the referee, it should be noted that many of the patterns in the figure result from E-OBS rainfall trends which are known to be robust since they incorporate most available raingauge data. In the case of Scotland, the increasing precipitation is well known (see e.g. https://www.adaptationscotland.org.uk/why-adapt/climate-trends-and-projections). Given that this region is generally energy-limited, it should not come as a surprise that the increasing P acts to increase Q rather than ET. Similar arguments hold for the other examples. To better explain the scaling we changed the sentence into “Each contribution is inversely scaled between the 2nd and 98th percentiles over Europe to reflect its relative importance”.

Table 3: The units in the caption should be km$^3$/yr and not km/yr. In any case I would prefer fluxes per unit area to allow comparison. Further I think that the total changes in Q / ET should be reported, not just the contributions.
Caption is corrected. We added the total area of the region so that number can easily be converted to per unit area. We did not report the total changes in this table since our aim was to compare contributions.
The first major comment is about the Thornthwaite method mentioned on page 5 line 1. It is used for calculating PET and requires only the temperature as input (Thornthwaite, 1948). Since there is a warming trend since the 1950s, this choice of method is questionable. Multiple studies, such as Trajkovic and Kolakovic (2009), have found that the radiation-based methods more accurately reproduce reference PET than temperature-based methods. Fisher et al (2011) mention that temperature based models estimated 20–30% less than the radiation based models averaged across all their researched sites. It was even stated: “The choice of evapotranspiration model and input data is likely to have a bearing on model fits and predictions when used in analyses of species richness and related phenomena at geographical scales of analysis” (Fisher et al., 2011). Shaw and Riha (2011) state that the Priestley–Taylor equation (a primarily radiation-based model) consistently explained more of the variation in PET than temperature-based methods. The paper of Teuling et al (2019) acknowledges that Thornthwaite method does not always give the strongest increase in PET values in a warming climate. Considering that the paper aims to understand the effect of climate change on green and blue water fluxes, the effect of a warming trend on the calculated PET values should not be overlooked. The temperature-based PET values will affect the main part of the paper, since it is used in the Budyko model to determine how the average precipitation is partitioned between evapotranspiration and streamflow. To improve the quality of the paper, please switch to a radiation based model or add substantial argumentation, on why they picked the Thornthwaite method to calculate the PET over radiation-based methods.

We agree with this comment, which was also brought forward by other reviewers. We have now redone our analysis using CRU PET.

The second major comment is about the observations in this study, which come from lysimeter stations according to P5 Line 23. These lysimeters are assumed to behave similar to landscape elements of 10e6 m2. The locations of these stations, are not evenly spread throughout Europe but mainly constrained central-west, as can be seen in Fig A1. The model forcing is based on interpolated observation from weather stations. The paper states that local land cover impacts on climate, such as enhanced temperature or cloud formation, should not be represented in the forcing dataset. The stations should indeed be carefully selected. WMO (2003) states "Observations of evapotranspiration should be representative of the plant cover and moisture conditions of the general surroundings of the station". Still, the interpolation of lysimeter stations should be representative for the whole of Europe, can this be achieved if the stations are only concentrated in the central-west? It can result in incorrect values near the edges of the maps of Fig 2-7. Please expand the amount and the spread of lysimeter stations or otherwise show the statistics to support the used method.

Apparently the reviewer got the wrong impression that we interpolate lysimeter data. This is incorrect. We optimize a model with lysimeter data that is subsequently for with gridded (interpolated) meteorological observations and used for the spatial prediction of water balance partitioning. We of course agree with the fact that the distribution of the stations is far from ideal, however this is clearly beyond our control. Long-term lysimeter data are rare (most stations are used for experiments rather than climate monitoring). We are among the first to synthesize data from most of the stations into a single modelling framework constrained as much as possible by high-quality observations of water balance partitioning. We believe this approach, which is different to most other studies, adds value to the existing literature on trends that are mostly model-based. It should also be noted that there is no evidence that our model would not work well in other regions, since we are in agreement with many other local studies (like Jaramillo et al. in Sweden, of course in more water limited regions our model would simply be constrained by the water limit which should not be a point of debate when irrigation is not considered). It is assumed that the Budyko framework (just like any other model calibrated on network data such as FLUXNET that does not have a uniform distribution over all climate zones) can be used to transfer local findings to other climate conditions (it should be noted that the Budyko framework in particular was designed to do just that). This is a central assumption in all Budyko studies, and it has long been known that this is a reasonable assumption.

The third major comment is about the temporal scale. In the method section on page 7 (line 7) it was stated that changes over the intermediate 10-year periods (1955–1965 and 2005–2015) were analysed. It was stated “the
trends were generally found to be monotonic”. Therefore they calculated 10-year climate averages. These were used to force the Budyko model and calculate changes in evapotranspiration and water yield, so it influences the main part of the paper. The simulated continental scale patterns depend on these 10-year climate averages. The choice of words on line 9: “the trends were generally found to be monotonic” raises questions. What were the exceptions? Did this choice of temporal scope have significant effect on the calculated changes in evapotranspiration and water yield? As Zang et al (2004) states, the climatic variables precipitation, temperature, solar radiation and humidity have a large spatial en temporal variability. They interact with the catchment characteristics such as vegetation cover, which is of interest for Teuling et al. Therefore, please choose a smaller temporal scale in which the trends are all found to be monotonic or show the statistics of the trends over the 10-year periods to verify the choice to average them.

The 10 year period was chosen because land use changes in HILDA are reported at this resolution, and not finer. We did not find any major deviations in the general trend in the intermediate periods, so, therefore, we decided to focus only on the oldest and most recent periods covered by all datasets. However, in response to the reviewer (and to reviewer #2 who had a similar remark) we show the maps with 10-year advancing changes in P and PET in this rebuttal. We are happy to include a figure in the main manuscript if the reviewers consider it necessary.

The fourth major comment is about correlation mentioned on page 8 line 9. The paper mentions that their approach is able to reproduce the overall pattern of observed changes in streamflow. It was stated “In spite of the difference in units and the fact that individual basins might have shorter record lengths, the correlation in trends between the basins is 0.34.” However, a correlation of 0.34 leaves room for questions, is this correlation sufficient? It means that a large part of the data remains unexplained. The paper states that, the validation shows that their simplified approach is able to capture continental-scale patterns in mean and changes of blue and green water fluxes. Can the correlation of the pattern of observed changes in streamflow be improved by adjusting the input, such as the PET values calculated with a radiation-based model (Considering my first comment)? Please change in input to optimize the correlation or show more elaborate statistics and argumentation on why this correlation is sufficient.

In response to this comment and similar comments by other reviewers, we have extended the validation and included 2 new figures.

Minor Arguments

P1 Line 5: Please replace the term ‘green and blue water fluxes’ with evapotranspiration and streamflow, to make it understandable without having to read the introduction.

Done

P8 Line 24: simulated ET is shown in figure 5b while it is referenced to 5a

Corrected

P8 Line 25: Observed ET is shown in figure 5a while it is referenced to 5b

Corrected

P9 Line 25: Table 3 list the Europe-wide changes not table 2

This should be Table 2, but since Table 1 needed to be split over 2 pages it received both nr 1 and 2.

P12 Line 1: Change ‘Therefor’ into Therefore

Done

P11 Line 3: ‘WMO recommendations’ please include a reference

We included a reference to WMO (1993)

P21 Fig 1: needs revising and clarification:
a. The caption does not fully describe what is displayed in the figure. Please elaborate on the \( w^* \) values.

**Caption has been extended.**

b. Yellow line is hardly noticeable, consider changing it to another colour to improve readability

We added the line for reference since the Castricum lysimeter station provides data for bare soil. However this is not used in the analysis since HILDA doesn't have a bare soil class.

c. The legend on the left indicates the colours orange, light and dark green. However, it does not include red and yellow, what do those colours indicate?

The figure mixes land use and stand age effects on \( w^* \), hence we use different symbols and colors. To avoid confusion we have added colors for the urban (red) and bare soil (yellow) classes.

d. In the end of the results, it was mentioned that the colours indicate the forest stand age, this should also be mentioned in the caption

**Corrected**

e. The caption should include describing the grey dashed line as energy limit, to improve the understandability.

**Added.**

P23 Fig 3: needs revising and clarification: a. The missing values (NA) are indicated by the colour white, however white is already used to indicate another fraction. This brings confusion what the colour is indeed indicating. Please indicate the missing values with another colour.

**Figure has been revised.**

P24 Fig 4: needs revising and clarification: a. Fig 4b and 4d indicate the change for evapotranspiration and streamflow. The change is indicated with green and blue colours to match the evapotranspiration (green) and streamflow (blue). They mention in the caption that they chose to reverse the colour scheme on purpose. However, it works confusing and counterintuitive. My recommendation is to choose a different colour scheme's to match the change in both the figures, without green and blue, to avoid confusion.

We removed reference to blue and green water, yet since we believe it can help the interpretation if colours indicate change in the same direction we have kept the colorbars the same.

**P25 Fig 5: needs revising and clarification: a. In P8L24 and P8L25 there are references to figure 5, I mention below that they reference to the wrong part of the figure. However, one can also consider keeping the reference in that way, and change the order in the figure. In 5a and 5c the observation based ET are shown and in 5b and 5d the simulated ET is shown. When the simulated ET figures are switched to the left, it will fit more clearly in the story line.**

**Good suggestion, we changed the panel from left to right and vice versa.**
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1. The revisited land-use dependent Budyko curves

The land-use attribution relies heavily on the Budyko curves depicted on Figure 1. First I did not understand why this Figure is not discussed in the results section. The authors did a great job in collecting these lysimeter data but the amount of data remains too limited to design the whole modeling framework. Some curves are adjusted on the basis of very few points, e.g. \( w^* \) is calibrated on the basis of two points for urban areas and these two points are extracted from a unique site of Arnhem. How can we state that this parameter will be representative of all urban areas in Europe? Some land use classes present more experimental points but the \( w^* \) fitting is far from being satisfying, with large uncertainties, no clear distinct \( w^* \) values for some classes and again many points are related to the same environmental data (the 26 points originated from only four sites, Table 1). Given the multiple sources of uncertainties, the authors should consider to quantify the parametric uncertainty (the sensitivity of the results to \( w^* \) fitted values) and should try to validate the fitted \( w^* \) on independent data (e.g. the streamflow data, see next comment).

As with any study, we are limited by data availability. We did our best to collect as many high-quality observations as possible that reflect ET from a single land use class (note that we excluded catchment-scale estimates because nearly all catchments have a mixed land cover); however, very few long-term datasets are available for urban environments. While we can’t exclude the possibility that the optimum Budyko parameter for urban environments will change slightly when more data become available, we believe our current estimate based on 3 long-term campaigns over Rotterdam, Arnhem and Basel (and not just Arnhem as mentioned by the referee) to be fairly robust, and we also believe that the Budyko framework is a good first order approximation for extrapolation to other climate regions. Note that we managed to find an additional data point for urban areas with respect to the initial version (Basel), which is consistent with the data from Arnhem and Rotterdam.

2. Validation of the attribution results

The authors propose a validation exercise using GLEAM product and streamflow from near-natural catchments. It should be stated that the comparison to GLEAM cannot be viewed as a strict validation since GLEAM relies on hydrological modelling (different to Budyko but still a model using P and PET inputs). The validation using streamflow time series is to my opinion the unique way to perform a real validation with independent data. To perform a rigorous validation studies, the authors could compute for each catchment the observed “Net” change and compare it with the Net change computed by the Budyko-curves. The authors have the material to perform such validation that will provide a clear diagnosis on the method used for attribution. At this stage, the attribution exercise is more a sensitivity analysis, which is not at the level of the ambitious objectives of the study.

We agree such validation should be preferred. However, the streamflow data in Stahl et al. (2011) is not freely available for analysis, so we had to work with the numbers shown in their figures that were kindly provided to us by the main author. So, unfortunately, we do not have the data to perform the analysis suggested by the reviewer. In response to other comments, we have added 2 additional figures on the streamflow validation. We disagree that our exercise is just a sensitivity analysis, since the strength of our approach is that our model is directly constrained by hundreds of years of unique lysimeter and other ET observations that have never been combined before. With respect to the comparison with GLEAM, we added the following sentence to make more clear that this is not a validation: “It should be noted that this comparison is added for reference only and should not be seen as validation: GLEAM is not a strictly observational dataset, and it does not necessarily provide better long-term estimates of ET for forest and urban areas.”

3. Other comments

p.2 l.13-17: this is a repetition with previous sentences.

Sentence removed in line with other comments on the use of green and blue water. This terminology has been removed.
p.3 l.28-29: I disagree with this statement. The impact of urbanization is probably the most sensitive land use change impact on hydrological processes and it is discussed in the early hydrological literature (Leopold, 1968). See also the large sample studies by DeWalle et al. (2000) and the recent reviews on this topic (Oudin et al., 2018; Salvadore et al., 2015).

We don’t argue against the fact the urbanization has a strong impact. This is in fact the reason we explicitly accounted for urban effects, and choose to name it in the title. We respectfully disagree with the referee that urbanization has a stronger effect than afforestation (which has been studied for a much longer time starting with experiments at Wagon Wheel Gap around 1910). The mentioned studies don’t compare the two effects. In fact, we believe our figure 1 to be one of the first figures that allow a direct comparison of urbanisation and deforestation effects from observations. From the differences in w values, it seems that deforestation of a mature needleleaf forest has a slightly bigger impact than urbanization with respect to a grassland reference.

p.4 A discussion on the attribution problem is missing. There is a large existing literature on attribution studies in hydrology and I suggest that the proposed methodology be described upon the several existing attribution studies and associated methodology (see the reviews by Dey and Mishra, 2017 and Wang, 2014).

This is a useful suggestion. We included a some more information on the attribution approaches in the Introduction with reference to the papers mentioned by Dey and Mishra, 2017 and Wang, 2014.

p.6 l.1-5 Is it verified by local measurements of PET? I do not understand how the “c” linear factor might accounts for “all processes affecting yearly ET for tall vegetation”.

Sentence changed into “so that ET generally will not exceed aPET even for forested areas” for clarity.

p.7 6-10: Using 10-yr periods to assess hydrological changes is too small with regard to natural climate variability.

We agree that changes over 10-year periods are too short to attribute observed changes to climate change rather than climate variability. However, we aimed to look at both land use and climate, and had to make a trade-off in the temporal and spatial scales used in the analysis. We decided to aim for the finest temporal and spatial scale possible given the resolution of datasets currently available. The rationale behind this strategy is that key land cover changes that impact the terrestrial water budget take place at (much) shorter timescales than 10 years. Therefore, we have used 10 year periods over which land use changes are typically reported and available for analysis. We have made clear in the text that whenever we refer to changes in climate that these can be due to long-term climate change, but also due to decadal variability. After confirming that the climate trends are rather uniform and constant over the analysis period (see figures above in Rebuttal), we decided to analyse the changes over the first and last 10-year period rather than averaging over two 30-year periods which would have smoothed much of both the land use and climate change signal. To clarify this, we added the following sentence: “While the 10-year periods are often considered short for climate change detection, they resulted from a need to balance robust estimation of the mean climate, without averaging out much of the underlying changes in both climate and land use.”

p.8 l.28-29: Please clarify the differences in units and how the correlation trends is calculated. Besides, I am not sure that correlation is the more adequate tool, maybe a contingency table would be more appropriate to compare the observed and simulated trends.

We agree with the reviewer and have added a contingency table as a new figure to the validation.

p.10 l.24-25. Please modify the sentence and replace the term believe.

Done
I see in the article some interesting aspects that contribute to the literature such as the constraining of the ET from the Budyko model by specific land use-dependent lysimetric data and a detailed analysis of land use changes across Europe, to calculate changes in ET and R. However, I found several weaknesses of the current version that need to be addressed.

1. You say you constrain the w parameter of Eq. 3 with observations of different land types. If I understand correctly, you constrain the w parameter in the locations where you have lysimetric measurements of ET and data on PET and P, and then apply that same w across all the spatial area of that specific land use/cover extension.

But the lysimetric observations as you mention, are located in a very small area of Europe. I think that extrapolating those w parameter values to regions like Northern Scandinavia and Iberian Peninsula and other Mediterranean areas is unrealistic. Can’t you rely on the work by (Sterling et al., 2013) to improve that constraining exercise or other databases of ET rates? I also think that the land use categories used are to course and omit others such as open-water areas or reservoirs, etc.

It is a central assumption behind all Budyko analyses that catchments can be moved along the Budyko curve by changing climate conditions (see for instance reviews by Dey and Mishra, 2017 and Wang, 2014 mentioned by reviewer #2). The shape of the function is usually assumed to depend on land use and other local conditions. This is exactly the approach that we follow, and we think this approach is well established and fully consistent with other studies that for instance considered paired catchment data from a wider range of climate conditions (Zhang et al., 2001). We believe the strength of our approach is to only make use of observations that reflect hydrological dynamics at the scale at which land use changes occur and are monitored (1 km2). Databases such as the one by Sterling et al. contain larger basins with added uncertainty due to mixed land cover, unknown subsurface flow across catchment boundaries, and uncertain precipitation due to unsampled spatial variability. While we acknowledge the potential impact of limited data, it should be noted that no argument was provided by the reviewer as to why the Budyko approach would not be a valid first order approximation. Concerning the resolution of the HILDA dataset: we agree that improvements in resolution would be interesting. However, such datasets currently do not exist for the length of the study period considered here (i.e., starting long before the satellite era). We believe that in this respect, HILDA reflects the state-of-the-art. We assumed no changes in open water fraction in the analysis period based on the analysis by Fuchs et al. 2014 (Fig 8).

2. I know that the authors are aware of that (Page 10, line 30), but I see that there is no differentiation between irrigated and non-irrigated agriculture. Studies have found continental (Wang and Hejazi, 2011) and worldwide (Jaramillo and Destouni, 2015) driving effects from irrigation on long term ET and ET/P, from a Budyko perspective, and that are evident even at the large-basin scale. I think that a differentiation between irrigated and non-irrigated crops is compulsory for the constraining of the w parameter and the estimation of ET for land use/cover. In the same way, I would say that some of the attribution to reforestation in Southern Europe can be actually irrigation or rain fed agricultural intensification. Please check.

We fully agree with the reviewer that irrigation will have an effect on long-term ET and ET/P. However, it was not our goal to attribute observed changes to all possible causes, but rather to focus on the question how land cover changes compare to climate change impacts. It should be noted, however, that the impacts of reforestation in southern Europe are not related to irrigation but rather to the well-documented effects of land abandonment. This is not an artefact in the land use dataset. At the moment, the HILDA land use data does not distinguish between irrigated and non-irrigated agriculture. We know acknowledge
the potential impact on the results in the Discussion, where we also refer to the studies mentioned by the reviewer.

3. Why are the authors using the blue/green water framework, if they are also combining the terminology with fluxes, etc. For instance, they use across the text the terms blue water, runoff, water yield (Page 2 line 6), which appear to be referring to the same. The manuscript needs to be consistent in this way and I would say that green and blue terminology is relevant only when water consumption is being assessed. If not in agreement, please justify the use of such terminology and also cite the main source for such (Falkenmark, 1997).

Other referees had similar comments, as a result we have removed this terminology from the manuscript.

4. It appears that an impact on long-term water partitioning from less now cannot be neglected that easily as stated in Page 6. See (Berghuijs et al., 2014) that also uses a Budyko approach. So at least acknowledge that uncertainty.

We now refer to Berghuijs et al. (2014) in the discussion.

5. The authors justify their work "In spite of the direct link between average green and blue water fluxes, few studies have addressed changes in both fluxes simultaneously. However, they omitted many works precisely doing that: (Rost et al., 2008; Siebert and Döll, 2010). I also find missing important works on the effects of forest change across Europe and from a Budyko framework perspective that have been omitted here (Jaramillo et al., 2018; Renner et al., 2014). These four studies would for sure enrich the discussion in relation to the attribution of the observed R and ET changes to forest change in Europe. Their findings should also support several of the statements expressed by the authors and interpreted from their results.

References to Jaramillo et al. (2018) and Renner et al. (2014) have been added. Since we have removed mention of green and blue water, we did not add references to Rost et al. (2008) and Siebert and Döll, (2010).
This paper assesses the contributions of land use and climate changes to historical changes in streamflow and evapotranspiration in Europe. This is done using a stationary Budyko approach for water partitioning constrained by lysimeter observations and adopting historical land use reconstructions and gridded climate data at a high resolution of 1 km x 1 km. The resulting simulated changes in streamflow and evapotranspiration are in line with observed counterparts, although the comparison of streamflow changes is less straightforward. The contributions of land use change and climate change (through precipitation and evapotranspiration) are assessed for Europe and analysed in detail for eight selected regions.

Overall, the paper is well written and presents interesting results for the European continent. The authors use informative and well-prepared figures to illustrate their results. Several issues need attention such as the use of the terms green and blue water, the use of one (high) value to adapt the potential evapotranspiration and the aggregation of positive and negative contributions of land use or climate change at continental or large river basin scale. These and other specific comments can be found below. The paper includes many typos, several examples and other technical corrections can be found below as well.

We thank the reviewer for the kind remarks and detailed comments aimed at improving our work.

Specific comments

1. P2, L3-17: The terms green and blue water are not appropriately used here. The total evaporative flux also includes blue water from irrigation with surface water or groundwater (see e.g. Falkenmark, 2000; Oki and Kanae (2006); Falkenmark and Rockström, 2010) and hence the total evapotranspiration cannot be equated with the green water flux. Furthermore, the blue water flux does not only include streamflow (lines 15-16) but also groundwater flow (as briefly mentioned in line 5). The authors are suggested to remove the terms green water and blue water from the manuscript to avoid any confusion and to be consistent in terminology throughout the manuscript. There is no need to use the terms green and blue water (and water yield), since the focus is on streamflow and evapotranspiration.

We agree with the suggestion and have removed all reference to green and blue water.

2. P2, L11-12: Why is this in particular true for Europe? I would expect that uncertainties and limitations in observations and models in other parts of the world are at least comparable to those in Europe, but probably often larger.

This statement reflects on the impacts of climate change, not on uncertainties in modelling. These are indeed likely larger in other regions. Many impacts of climate change are relatively strong in Europe.

3. P4, L30: The readability of section 2 and also section 3 can be improved by distributing the contents of these sections over a few sub-sections.

Since this was not mentioned in any of the other 4 reviews, we decided not to use subsections. While on the lengthy side, the sections 2 and 3 are in fact shorter than the Introduction.

4. P5, L20-23: This sentence seems to be contradictory. The FLUXNET observations are not used in this study, because they are assumed to be more reliable for longterm water balance assessments. However, this study also considers long-term water balances. This should be better explained.

We have split the sentence for clarity.

5. P6, L10: A c-value of 1.8 is high and apparently seems to be used for all grid cells in Europe. This value implies that about 45% (0.8/1.8) of the energy used for evaporation is not included in the calculation of the potential evapotranspiration. Is this related to the simplified method (Thornthwaite) used to estimate the potential evapotranspiration? Which mechanisms (besides advection) are responsible for this? Is it reasonable to use the same c-value for all land use types? For instance, due to evaporation of intercepted water, you might expect higher c-values for forests compared to cropland and grassland. In summary, the use of a constant and
high value for correcting the potential evapotranspiration seems to be doubtful and partly limits the conclusions which can be drawn based on this study.

First, it should be noted that we no longer use Thornthwaite for the calculation of PET. The use of CRU PET and a slightly different scaling (we have allowed the Plynlimon observation to remain to the left of the energy limit even with aPET instead of PET) has led to a lower value of $c$ (namely 1.6). It should be noted that we don’t assume this value to be reasonable for all land use types, rather it indicates how much more the ET could be if the land use was different (optimal for ET). The factor is not a crop factor. The main reason with taking this approach rather than a more conventional crop factor is that the land use differences remain similar in the Budyko plot as to how they are in the observations (different crop factor would bring all the curves together), and that we keep most observations within the physical energy and water limits. The inconvenient truth is that annual ET for forested plots is often much higher than one would expect based on PET, but this is not a new finding in itself. We want to stress that the use of aPET does not affect the results in any way, because it is a scaling in model parameters that is balanced by an opposite scaling in forcing (because we use aPET rather than PET to drive the model). We have made this more clear in the manuscript by adding: "aPET should thus be interpreted as the maximum total yearly evapotranspiration that would occur under given climate conditions (PET/$P$) and under optimal vegetation conditions (i.e. vegetation that is most efficient in returning precipitation to the atmosphere, in this case needleleaf forest), rather than a land use-specific crop factor. It should be stressed that this scaling is only done to move most observations within the energy and water limits in the Budyko space (so that we can obtain a fit with Eq.~1), and that it has no impact on the results since the model is subsequently forced with aPET rather than PET."

6. P8, L5 and L14: The authors seem to mean something different with central-western Europe in these two lines, where firstly they seem to refer to Belgium and the Netherlands and secondly to Switzerland and Austria and parts of Germany and France. Try to be more specific here.

Done.

7. P8, L9-10: Is it logical that the mean evapotranspiration is highest due to pronounced topography? Although the term ‘pronounced topography’ is not completely clear, in general evaporation rates will decrease with altitude.

This is due to the impact of increased P dominating the slight decrease of PET with altitude. This sentence has been rephrased: “in regions with topographically-enhanced precipitation and/or forest cover”.

8. P9, 25-27: Is it sensible to determine the net effect of for instance precipitation by balancing positive contributions from the north with negative contributions from the south? The net effect obscures the real contributions and potentially associated problems; however, these net effects are an important element of the main conclusions and the abstract. I would recommend the authors to reformulate relevant parts of the manuscript and highlight positive and negative contributions rather than net contributions.

Table 2 summarizes the results for Europe. A more regional-scale perspective is provided in (current) Figures 8 and 9, which list the regional contributions and net changes for several areas. However, we agree with the reviewer that more emphasis should be put on the positive and negative contributions at the regional scale. This is done by adding more numbers to the Results and Abstract, which has partly been rewritten and extended.

9. P10, L1-3: Is it useful to compare the sensitivity of streamflow to past land use changes with the effects of future changes? In order to interpret the differences between these two studies, the reader should at least have information on the magnitude of the future land use changes and the approach employed in the 2009 study. For instance, the way streamflow is determined in this study probably will be very different from the way streamflow has been determined in the 2009 study.

We agree with the reviewer that a comparison between the studies should be done with care. Our goal here was simply to provide a reference to other work in the Rhine Basin, hence we added “The strong sensitivity … seemingly contradicts”
10. P11, L13-25: What is the role of other variables than temperature and radiation in the determination of PET (i.e. humidity and wind) and what is the effect of excluding these variables on the results?

The analysis has been redone with CRU PET in response to the comments by reviewer #1

11. P11, L26-28: The statement that socio-economic impacts relate more directly to blue water fluxes compared to green water fluxes is not correct. Green water is the main source of water to produce food, feed, bioenergy, etc. (e.g. Oki and Kanae, 2006) and as such changes in green water availability and fluxes will have a large socio-economic impact.

This sentence was rephrased.

12. P25, Figure 5: Can streamflow be validated on the rate of change or only based on the patterns of change, since the units of c. and d. are different?

See also the response to other reviewers. If we would have had access to the raw data, we would have validated using the same units and the same time period (these slightly differ from basin to basin). However due to data restrictions we could only use the data as was shown in the Stahl et al. paper (which was kindly provided to us by the main author).

Technical corrections
1. P1, L12: 'Mediterranean' instead of 'Mediterrenean', see also e.g. page 2, line 22 and page 7, line 23.
Changed.

2. P1, L15: The meaning of ET is not clear here.
Changed.

3. P5, L12: "... the magnitude of this effect ..."; which effect is meant here?
We changed "magnitude" into "this dependency"

4. P5, L17: 'coarse' instead of 'course'.
Changed

5. P6, L19: "... and lateral transport between ..."; between what?
Changed into "... and net lateral groundwater in-/outflow can be neglected"

6. P7, L10: 'purposes' instead of 'porpuses'.
Changed

7. P7, L23: 'Iberian' instead of 'Iberina'.
Changed

8. P7, L27: 'Romania' instead of 'Romenia'.
Changed

9. P8, L5: 'increase' instead of 'increased'.
Changed

10. P9, L1: 'separate' instead of 'separate', see also line 26 on this page.
Changed

11. P9, L1: The rescaling of the contributions is not clear to me.
Changed into “is rescaled inversely from the 2nd to the 98th percentile of its spatial distribution over Europe”

12. P9, L25: ‘Table 3’ instead of ‘Table 2’.

Tables 1 and 2 are supposed to become a single table in the final layout, so Table 3 is in fact table 2.


Changed


Changed


Changed

16. P26-27, Figure 6-7: ‘Table 3’ instead of ‘Table 2’.

Tables 1 and 2 are supposed to become a single table in the final layout, so Table 3 is in fact table 2.

17. P28, Table 1: How is it possible to use a reference from 1975 to obtain data from periods until 1996? This needs to be adapted.

Indeed this is not possible. The 1975 reference is the best reference to the site, but it does not describe the recent data. Therefore we changed the column title into “Site reference/Source”

18. P28-29, Table 1-2: Which minimum and maximum values are meant for **? And what is the unit? Where can we find the *** in the tables?

We forgot the *** in the table for Plynlimon, which apparently caused confusion. Fixed now.

19. P30, Table 3: ‘km^3 y^-1’ instead of ‘km y^-1’?

Corrected
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Abstract. Since the 1950s, Europe has seen undergone large shifts in climate and land cover. Previous assessments of past and future changes in evapotranspiration or streamflow have either focussed on land use/cover or climate contributions, or have focussed on individual catchments under specific climate conditions but not on all aspects at larger scales. Here, we aim to understand how decadal changes in climate (e.g., precipitation, temperature) and land use (e.g., de-/afforestation, urbanization) have impacted the amount and distribution of water resources availability (both evapotranspiration and streamflow) across Europe since the 1950s. To this end, we simulate the distribution of green and blue water fluxes-average evapotranspiration and streamflow at high-resolution (1 km²) by combining a) a steady-state Budyko model for water balance partitioning constrained by long-term (lysimeter) observations across different land-use types, b) a novel decadal high-resolution historical land use reconstruction, and c) gridded observations of key meteorological variables. The continental-scale patterns in the simulations agree well with coarser-scale observation-based estimates of evapotranspiration, and also with observed changes in streamflow from small basins across Europe. We find that strong shifts in the continental-scale patterns of evapotranspiration and streamflow have occurred from 1950 to between the period around 1960 and 2010. In much of central-western Europe, our results show an increase in evapotranspiration in the order of 5–15% between 1955–1965 and 2005–2015, whereas much of the Scandinavian peninsula shows increases exceeding 15%. The Iberian peninsula and other parts of the Mediterranean show a decrease in the order of 5–15%. A similar north-south gradient was found for changes in streamflow, although changes in central-western Europe were generally small. Strong decreases and increases exceeding 45% were found in parts of the Iberian and Scandinavian peninsulas, respectively. In Sweden, for example, increased precipitation dominates effects of is a larger driver than large scale re- and afforestation, leading to increases in both streamflow and evapotranspiration. In most of the Mediterranean, decreased precipitation combines with increased forest cover and potential evapotranspiration to reduce streamflow. In spite of considerable local and regional scale complexity, the Europe-wide net contribution of response of net actual evapotranspiration to changes in land use, precipitation and potential evapotranspiration changes to changes in ET is similar with, and potential evaporation is remarkably uniform
across Europe, increasing $\sim 40 - 60$ km$^3$/y, equivalent to the discharge of a large river. For streamflow, effects of changes in precipitation ($\sim 95$ km$^3$/y) dominate land use and potential evapotranspiration contributions with $\sim (95 - 60)$ km$^3$/y compared to $\sim 45$ km$^3$/y). Locally, increased forest cover, forest stand age and urbanisation have lead to significant decreases and increases of available streamflow, even in catchments that are considered to be near-natural.

Copyright statement. TEXT

1 Introduction

Streamflow provides an integrated signal both in space and time of all upstream changes in the terrestrial hydrological cycle. At smaller timescales of days to weeks, streamflow reflects the weather conditions and precipitation in the recent past. At longer (multi-year) timescales, over which internal catchment storage changes become much smaller than the amount of water passing through the catchment system, streamflow reflects the amount of water that passes through aquifers and dams (the “water yield”), which is the portion of precipitation that is not returned to the atmosphere via evapotranspiration (the so-called “green water” flux, here used to indicate the total evaporative flux). The water yield represents the average water flux that can potentially be exploited for human benefit in a sustainable way, and is nowadays often referred to as “blue water” availability or “blue water” flux. Quantifying and understanding past and future changes in blue water availability in rivers and groundwater systems, reflecting the integrated signal of all net changes in the water cycle upstream, is not only of key importance to water resources management and planning, but it is also a major scientific challenge given the uncertainties and limitations in both observations and models (Wang, 2014). This is in particular true for Europe, where strong changes in land use (in particular urbanisation, re- and afforestation, see Fuchs et al., 2013), and climate (van der Schrier et al., 2013; Caloiero et al., 2018; Bach et al., 2018) have occurred since the 1960s. In the following, we will use several terms interchangeably: green water flux or evapotranspiration (ET) to describe to the total average evaporative return flux to the atmosphere (including interception evaporation), and blue water flux, water yield, or streamflow to describe the average flux of water from a land area (although it should be noted that not every pixel considered might be directly connected to a stream).

Several studies have focussed on large-scale changes in green evapotranspiration and/or blue water fluxes, water availability. In one of the first global studies, Milly et al. (2005) analysed climate-driven changes in blue water availability from an ensemble of climate models and found a general drying of transitional regions and a wetting of current humid and colder regions. Over Europe, the study reported a strong latitudinal gradient in average blue-water fluxes increasing in strength from the 20th to the 21st century, with decreasing availability trends in the Meditarreanean, and increasing trends in Northern Europe. Gerten et al. (2008) showed that globally, precipitation changes were the biggest drivers of changes in runoff, but also land use change had a considerable effect. Changes in Northern Hemisphere streamflow over the past decades have likely also been impacted by decadal changes in solar radiation (the so-called global “dimming” and “brightening”, see Teuling et al., 2009; Gedney et al., 2014). Other studies have focussed on the impact of anthropogenic land-cover change on
green water fluxes evapotranspiration. Sterling et al. (2012) found a 5% reduction in global ET-evapotranspiration due to land cover conversion, resulting in a 7.6% increase in global average streamflow. Other studies have highlighted strong decadal-scale variability in global average ET-evapotranspiration over the recent decades related to El Niño–Southern Oscillation (Jung et al., 2010; Miralles et al., 2014). In spite of the direct link between average green and blue water fluxes evapotranspiration and streamflow, few studies have addressed changes in both fluxes simultaneously.

Because streamflow is impacted by many factors, which often have opposing effects, changes in streamflow should be considered at small scales at which individual factors can be understood and quantified rather than at larger river basin scales. Although several long discharge records exist for large river basins, changes that occur at the sub-basin level are often obscured by opposing effects in other parts of the basin. In a landmark study, Stähler et al. (2010) addressed this limitation by analysing streamflow changes in Europe from a dataset of relatively small river basins with limited human influence. They reported a diverging pattern of streamflow trends over the past decades, with negative trends in annual mean streamflow in many parts of the Mediterranean and central Europe, and predominantly positive trends in Western Europe and parts of Scandinavia. While the longer-term and long-range variability of streamflow in these basins and its relation to circulation indices is generally well understood at the interannual and decadal timescales (Gudmundsson et al., 2011; Hannaford et al., 2013), significant uncertainty exists in understanding the regional-scale variability in trends since these are not well reproduced by the current generation of hydrological models (Stähler et al., 2012). Previous case studies for catchments across Europe have reported a sensitivity of long-term water balance partitioning to both climate and land use change (Parkin et al., 1996; van Roosmalen et al., 2009; van der Velde et al., 2013; Pijl et al., 2018) (Parkin et al., 1996; van Roosmalen et al., 2009; van der Velde et al., 2013; Renner et al., 2014; Pijl et al., 2018). Thus, quantifying changes in streamflow requires accounting for changes in climate (precipitation and potential evapotranspiration) as well as changes in land use and/or land cover (Stonestrom et al., 2009). But whereas assessing the impact of climate on average streamflow is relatively straightforward, the role of land cover requires a more careful consideration.

At the smaller scale, land use, in particular forest cover, has long since been known to have a strong impact on average streamflow or water yield, with forested catchments having a much lower water yield compared to non-forested catchments (Bosch and Hewlett, 1982; Zhang et al., 2001; Brown et al., 2005; Farley et al., 2005; van Dijk and Keenan, 2007; Filoso et al., 2017). Based on analysis of paired catchment observations, a large majority of studies have found that removal of forest leads to an increase in water yield. While this is likely linked to higher average evapotranspiration over forest, the reverse has been reported for dry and warm summer conditions based on eddy-covariance observations from FLUXNET (Teuling et al., 2010). Somewhat surprisingly, average evapotranspiration rates for forested FLUXNET sites are on generally slightly lower than for non-forested sites (Williams et al., 2012), which is seemingly inconsistent with other studies (e.g., Zhang et al., 2001) where annual evapotranspiration was inferred from the water balance (the so-called “forest evapotranspiration paradox”, see Teuling, 2018). A possible explanation for this discrepancy is the role of interception (van Dijk et al., 2015). Several studies (e.g., Gash et al., 1980; Zimmermann et al., 1999) have shown that interception can constitute a major term in the water balance of forested ecosystems, in particular in humid conditions (Calder, 1976; Ramírez et al., 2018). Controlled experiments on large non-weighable lysimeters covered with forest have shown that growing forest strongly reduces the water yield (Tollenaar and
Ryckborst, 1975; Harsch et al., 2009; Müller, 2009; Teuling, 2018), and that this effect is somewhat larger for coniferous than for deciduous species. This is in line with results from a large number of basins in Sweden, where increases in forest cover and biomass (age) were the main factor explaining observed trends in inferred evapotranspiration (Jaramillo et al., 2018). This shows that both forest cover area but also stand age need to be taken into account when evaluating land use change effects on water balance partitioning.

In contrast to forest cover, few studies have quantified the effects of urban area and urbanization on the long-term water balance partitioning, which are largely unknown. Runoff from urban areas is typically measured with focus on short-term dynamics and event runoff ratios (Berthier et al., 1999) or runoff produced by impervious areas only (Boyd et al., 1993; Shuster et al., 2005). Evapotranspiration from urban areas, or the other hand, is typically measured or analysed over individual elements that make up the urban landscape, such as (un)paved areas (Ramamurthy and Bou-Zeid, 2014), green roofs, or trees (Pataki et al., 2011). Few studies have measured ET-evapotranspiration at the urban landscape scale. In a study comparing measurements made over the Dutch cities of Rotterdam and Arnhem, Jacobs et al. (2015) found ET-evapotranspiration rates to be generally low, and to quickly drop in the days following rainfall reflecting a strongly water-limited system. Similar results were found for the Swiss city of Basel (Christen and Vogt, 2004). This suggests that urban areas, because of their limited capacity to store water, might have much lower green water fluxes evapotranspiration and as a result much higher blue water fluxes might generate much higher streamflow than other land use types. This was also reported by DeWalle et al. (2000) based on statistical analysis of long-term streamflow record in the United States. They found strong increases in streamflow in areas with heavy urbanisation, which was attributed to a decrease in evapotranspiration.

In order to isolate and/or attribute the hydrological impact of climate change from that of changes in land use, models with varying levels of complexity are used. Different methods exist (see reviews by Wang, 2014; Dey and Mishra, 2017). The methods can be categorized into experimental approaches, hydrological modeling, conceptual approaches, and analytical approaches (Dey and Mishra, 2017). Typically, hydrological or land surface models run at hourly or daily resolution are used (Bosmans et al., 2017; Breuer et al., 2009; Viney et al., 2009; Dwarakish and Ganasri, 2015; Pijl et al., 2018). Such models often contain a high number of poorly-constrained parameters and parameterizations, leading to large uncertainty in trend estimates (Arnell, 2011), or even disagreement in the direction of simulated trends (Melsen et al., 2018). When the research focus is on robust simulation of long-term rather than short-term changes, low-dimensional models with well-constrained parameters often perform well (Choudhury, 1999; Zhang et al., 2008). The Budyko model (Budyko, 1974) is an example of such a model conceptual approach which allows for evaluating combined land use and climate impacts on water availability (see, for example Jiang et al., 2015). In spite of its extreme simplicity (parameterizations typically have only one parameter reflecting land surface characteristics), it has been applied successfully in numerous studies focussing on different controls on long-term water balance partitioning (Zhang et al., 2004; Roderick and Farquhar, 2011; Xu et al., 2013; Greve et al., 2014; Xu et al., 2014; Creed et al., 2014; Jiang et al., 2015; Zhang et al., 2016; Wei et al., 2018). Although it is generally applied at coarse global grid resolution or to large river basins, other studies (e.g. Zhang et al., 2004; Redhead et al., 2016) have found the model to also work well for smaller basins or grid cells (< 10 km²). This opens up the possibility for robust and parsimonious modeling of hydrological impacts at high spatial resolution.
The strong impact of land use on water balance partitioning at smaller scales, combined with the large-scale land use changes that have occurred over Europe over the past decades, leads to the question how they have impacted changing patterns of green and blue water fluxes: evapotranspiration and streamflow. Previous assessments of past and future changes in streamflow: water balance partitioning have either focussed on land use/cover (Sterling et al., 2012) or climate contributions (Wilby, 2006; Gardner, 2009; Hannaford et al., 2013), or have focussed on smaller catchments under particular climate conditions (van Roosmalen et al., 2009; Pijl et al., 2018)(van Roosmalen et al., 2009; Renner et al., 2014; Pijl et al., 2018). Therefore, we aim to understand how recent decadal changes in climate (e.g., precipitation, temperature) and land use (de-/afforestation, urbanization) have impacted the amount and distribution of water resources availability across Europe since the 1950s. We address the hypothesis that land cover changes play a much more important role at the European scale than previously reported, even in basins which are assumed to have a limited human influence on the water cycle. To this end, we simulate the distribution of green and blue water fluxes: evapotranspiration and streamflow at high-resolution (1 km²) by combining a) a steady-state Budyko model for water balance partitioning constrained by long-term observations across different land-use types, b) a novel decadal high-resolution historical land use reconstruction, and c) gridded observations of key meteorological variables. Simulations will be evaluated against state-of-the-art observation-based assessments of evapotranspiration and observed changes in streamflow.

2 Methods and Data

Central to our approach is the formulation of the Budyko model as used by Zhang et al. (2004). As with any Budyko approach, it follows the central assumption: ET depends on the ratio between the average potential evapotranspiration PET and average precipitation P, rather than on their absolute values, and that a catchments’ ET, when a catchment is subjected to a range of climate conditions, follows a single path in the ET/P, PET/P-space. Good fit with observations at several spatial scales show that this assumption is justified. Here, we will calculate PET by the Thornthwaite method (see, e.g., van der Schrier et al., 2011). This method only requires temperature as input, and as a result it is not sensitive to changes in other variables affecting evaporation, such as vapor pressure deficit, wind speed, or net radiation. While the benefit of this approach is that the analysis can be carried out beyond the record for routine incoming shortwave and/or net radiation observations, it has as main drawback that temperature is not always a reliable proxy for radiation in particular under global warming. The potential implications of this assumption are discussed in Section 4.

Generally justified. In the work by Zhang et al. (2004), the following equation was proposed for the dependency of ET/P on PET/P:

\[
\frac{ET}{P} = 1 + \frac{PET}{P} \left[ 1 + \left( \frac{PET}{P} \right)^w \right]^{1/w}
\]

in which \(w\) is a model parameter which is typically linked to catchment and/or vegetation properties (Li et al., 2013). Zhang et al. (2004) found \(w = 2.63\) to best fit observations for Australian catchments, with slightly lower values for grassed (\(w = \)...)
2.55) and higher for forested catchments \((w = 2.84)\). While these different values confirm that \(w\) depends on land surface characteristics, the magnitude of this effect-dependency at the scale of individual land use elements, rather than catchments with a land use mixtures of varying degrees, is probably larger. Based on analysis of remotely sensed Normalized Difference Vegetation Index (NDVI) and gridded global fields of ET, PET, and \(P\) at the 0.5° resolution, Greve et al. (2014) reported values of 3.05 for grid cells with an NDVI of around 0.8, whereas grid cells with an NDVI of around 0.2 where found to follow \(w = 1.63\). In a similar study but using observed streamflow rather than estimated \(PET\), Li et al. (2013) found \(w\) to depend on the basin-average fractional vegetation cover \(M\) according to \(w = 2.36 \times M + 1.16\). These studies show that \(w\) can show considerable variation even at relatively coarse scales.

In order to get the most realistic values for \(w\) for application at smaller scales \((\sim 1 \text{ km}^2)\) at which land use is often fairly homogeneous and the effects on water balance partitioning are most pronounced, we constrain \(w\) by the best available observations for different land use types and made under European climate conditions. It should be noted that widely available FLUXNET observations are not used in this study, because they might show the opposite land use ET signal from water balance-based studies-observations (the so-called forest evapotranspiration paradox, see Teuling, 2018) which are assumed to be more reliable for long-term water balance analysis in our application. The observations used in this study primarily come from the long-term lysimeter stations, such as the ones at Rietholzbach (Seneviratne et al., 2012), St. Arnold (Harsch et al., 2009), Brandis (Haferkorn and Knappe, 2002), Eberswalde-Britz (Müller, 2009), Castricum (Tollenaar and Ryckborst, 1975), and Rheindahlen (Xu and Chen, 2005), several of which were also analysed in a previous study by Teuling (2018). This data is complemented by observations from a natural lysimeter at Plynlimon (Calder, 1976) under more humid climate conditions and flux observations made over the cities of Arnhem, Basel (Christen and Vogt, 2004), Arnhem, and Rotterdam (Jacobs et al., 2015). Long-term data is preferred to minimise impacts of interannual storage variations (Istanbulluoglu et al., 2012). By relying on lysimeter observations to constrain our Budyko parameters, we implicitly assume lysimeters (area \(1-625\) varies from 1 to 625 \(m^2\) for the larger lysimeters at Castricum) to behave similar to landscape elements of \(10^6 \text{ m}^2\) (our grid cell size). The data is shown in Fig. 1 and listed in Table 1. It should be noted that the stations are not distributed evenly across Europe, but are mainly constrained to central-western Europe (Fig. A1).

Due to the smaller scale than applied in previous Budyko analyses, we initially find many points, in particular observations from forested lysimeters, to be located above the energy-limit (grey dashed line in Fig. 1). This indicates that the long-term average yearly evapotranspiration (ET) exceeds the average potential evapotranspiration (PET). This is possible, for instance, due to evaporation of interception water by energy not captured in the formulation of PET (van Dijk et al., 2015). Therefore, we correct for the underestimation by introducing a so-called adjusted potential evapotranspiration (aPET) which is assumed to be proportional to the potential evapotranspiration and accounts for all processes affecting yearly ET for tall vegetation (including evaporation of intercepted water through advection) so that ET generally will not exceed aPET even for forested areas:

\[
aPET = c \times PET, \tag{2}
\]
resulting in the following expression for the Budyko-curve:

\[
\frac{ET}{P} = 1 + \frac{aPET}{P} - \left[ 1 + \left( \frac{aPET}{P} \right)^{w^*} \right]^{1/w^*}
\] (3)

in which \( w^* \) is the value for \( w \) when \( aPET \) rather than PET is used. The \( aPET \) should thus be interpreted as the maximum total yearly evapotranspiration that would occur under given climate conditions (\( PET/P \)) and under optimal vegetation conditions (i.e., vegetation that is most efficient in returning precipitation to the atmosphere, in this case needleleaf forest), rather than a land use-specific crop factor. It should be stressed that this scaling is only done to move most observations within the energy and water limits in the Budyko space (so that we can obtain a fit with Eq. 1), and that it has no other impact on the results since the model is subsequently forced with \( aPET \) rather than PET. The resulting values for \( w^* \) that match the (lysimeter) observations are shown in Fig. 1. It was found that \( c = 1.8, e = 1.6 \) was required to ensure all observations would be located on the right-side of the energy-limit (\( ET/P = PET/P \)). Subsequently, in all analysis we replaced PET with \( aPET \), including Eq. 1 but also in the atmospheric forcing fields. It should be noted that while this procedure results in lower values for \( w^* \) that cannot be directly compared to values for \( w \) reported in previous studies, most of the simulated ET values are identical to the ones that would be simulated with the original model. We find the highest \( w^* \) for full-grown forest, indicating that any change towards this state due to re- or afforestation will increase ET given the same climate (\( P \) and PET). We distinguish between young stands (age < 10 years, assumed to behave similar to crop-/grasslands based on the data in Fig. 1 with \( w^* = 1.7 \)), intermediate (age 10–20 years, \( w^* = 2.3 \)) and older stands (age > 20 years, \( w^* = 3.1 \)), see also Fig. 1. In this way, we implicitly account for effects of increasing biomass, tree height and stand age on ET and water yield reported in previous studies (Harsch et al., 2009; Jaramillo et al., 2018; Teuling, 2018). Conversely, urban areas have a low \( w^* \) of 1.3, indicating that urbanisation will generally decrease ET. Finally, the long-term average streamflow or blue water flux-water yield at the pixel level is calculated from the catchment water balance:

\[
Q \approx P - ET
\] (4)

under the assumption that storage changes (such as snow, soil moisture, groundwater) and lateral transport between net lateral groundwater in-/outflow can be neglected at the decadal (10-year) timescale. This timescale is chosen to align with the temporal resolution of the land use dataset, and to minimize possible impacts of storage changes.

As input to our model as described above (Eqs. 2–4), we use gridded datasets of land cover and meteorological observations. All calculations were performed at a 1 \( \times \) 1 km spatial resolution, which were later rescaled to a coarser resolution for visualization purpose. Historic land-change information is based on the HIlstoric Land Dynamics Assessment (HILDA, v2.0) model reconstruction of historic land cover/use change (Fuchs et al., 2013, 2015a, b). This data-driven reconstruction approach used multiple harmonized and consistent data streams such as remote sensing, national inventories, aerial photographs, statistics, old encyclopedias and historic maps to reconstruct historic land cover at a 1 \( \times \) 1 km spatial resolution for the period 1900 to 2010 in decadal time steps. The reconstruction provides information for six different land cover/use categories: forest, grassland (incl. pastures, natural grasslands and shrublands), cropland, settlements/urban, water bodies and other (i.e. bare rock, glaciers etc.). Here we only use the forest, grass-/cropland, and settlement classes. The reconstruction considers
gross land changes, the sum of all area gains and losses that occur within an area and time period, unlike other reconstructions that focus on net changes only, calculated by area gain minus the area losses. Details on the net versus gross changes can be found in Fuchs et al. (2015a). The gross changes are used to derive forest stand age. **We distinguish between young stands (age < 10 years, assumed to behave similar to crop/grasslands), intermediate (age 10–20 years) and older stands (age > 20 years); see also Fig. 1.** Previous research has shown that not accounting for gross land use changes in reconstruction led to serious underestimations in the amount of total land use changes that have occurred (Fuchs et al., 2015a). The E-OBS v17 gridded datasets v18 gridded dataset (Haylock et al., 2008) of observed precipitation and temperature at 0.25° resolution and the CRU TS v4.02 gridded dataset (Harris et al., 2014) of observed potential evapotranspiration at 0.5° resolution were used to force the model (Eq. Eqs. 2 and 3). Temperature was used to calculate PET according to the Thorntwaite method. Based on the joint availability of both the HILDA, CRU and E-OBS datasets, we selected two 10-year periods which were considered for analysis: 1955–1965 and 2005–2015. In the following, we will refer to these periods as 1960 and 2010 for simplicity. **While the 10-year periods are often considered short for climate change detection, they resulted from a need to balance robust estimation of the mean climate, without averaging out much of the underlying changes in both climate and land use.** Changes over the intermediate 10-year periods were analysed, but since the trends were generally found to be mostly monotonic the results are not shown here (except for validation purposes in Fig. 5).

Model simulations are validated and compared against observed yearly average streamflow changes in near-natural catchments and observation-based average evapotranspiration. The relative streamflow changes for the period 1962–2004 (normalized by the standard deviation of yearly streamflow) were taken directly from used as presented in Stahl et al. (2010, their Figure 2). Average evapotranspiration was derived from GLEAM v3.2a (Martens et al., 2017). The contribution of $P$, PET and land use (through $w^*$) was assessed by performing separate simulations in which only one of the three factors was varied while the others were kept constant at their 1960s reference.

### 3 Results

Recent changes in climate have lead to substantial changes in the magnitude and distribution of precipitation and potential evapotranspiration, the two main climate drivers in the Budyko model (Eq. 1) that determine how average precipitation is partitioned between evapotranspiration and streamflow. Average precipitation during the reference period shows a general decrease towards the East (Fig. 2a). Superimposed on this large-scale pattern are local areas with higher precipitation along the coastal areas in the **West-west** and/or in mountainous regions. Changes in average precipitation over the study period show a strong **North-South north-south** gradient (Fig. 2b): Most of the **Mediterranean/Mediterranean**, in particular the **Iberian Peninsula/Iberian peninsula**, shows a decline in precipitation, whereas **Northern northern** Europe, in particular the British Isles, the Scandinavian **Peninsula** and Finland, have seen strong increases in average precipitation regionally exceeding 20%. In contrast to precipitation, potential evapotranspiration shows a strong latitudinal gradient (Fig. 2c) with lower values (PET around 400 mm/y) in Scandinavia and higher (around 700 regionally exceeding 1000 mm/y) in the **Mediterranean/Mediterranean**. Changes in potential evapotranspiration (Fig. 2d) are predominantly positive (decreasing values in Romenia likely reflect a data quality issue)
and highest in Central Europe reflecting the higher increase in average temperatures and shortwave radiation. In general, these strong changes in climate forcing ($P$ and $PET$) are likely to be reflected in continental-scale patterns of changes in water availability.

In addition to climate, also land use and land cover in Europe have seen large scale shifts over the past 60 years, albeit on a more local scale. Figure 3 shows the mean forest and urban fraction for the reference period, as well as the fractional change over the period 1960–2010. While forest cover is widespread over most of Europe (Fig. 3a), most extensive forest regions can be found in central-western Europe, Sweden and Finland. Forest cover has increased considerably over most of Europe (Fig. 3b) following abandonment of less-productive agricultural areas and intensification of forestry and forest management, with Sweden (Ericsson et al., 2000) and the Mediterranean region showing the strongest changes. It should be noted that areas where forest cover has declined are virtually absent. This is also true for change in urban area. The average urban fraction is highest in central-western Europe (Fig. 3c), and in particular in Belgium, the German Ruhr area, and The Netherlands. This is also the region that has seen the strongest increased increase (Fig. 3d). Changes in urban area are generally more localized in nature than changes in forest cover.

Patterns of mean and changes in evapotranspiration and water yield were calculated by forcing the Budyko model with subsequent 10-year averages of climate forcing and land use at a 1 × 1 km resolution. Figure 4 shows the resulting continental-scale patterns. The mean evapotranspiration in the reference period (Fig. 4a) is highest in central Europe, locally exceeding 800–600 mm/y, in regions with pronounced topography and/or forest cover. The Nordic countries and the Iberian Peninsula generally have lower values (<400 mm) due to more pronounced energy and water limitation, respectively. Changes in evapotranspiration show a strong latitudinal gradient (Fig. 4b). Changes exceeding +15% are found in large parts of Scotland, Sweden, Finland, and Estonia, whereas most of Central-Western Europe shows a smaller increases in the order of 10%. Decreases of similar magnitude occur in parts of the Iberian Peninsula and Italy. Average streamflow (Fig. 4c) is highest in Central-Western Europe (locally exceeding 600 mm/y), in particular in mountainous areas that receive larger amounts of precipitation. Streamflow of less than 150 mm/y is found in the large parts of Sweden, Finland, Spain, and Romania and Bulgaria. Changes in water yield (Fig. 4d) show a roughly similar pattern to changes in evapotranspiration, however the changes are much stronger in magnitude. Decreases in the Mediterranean locally exceed −45%, where increases in Sweden and Finland exceed +45%. Both the changes in evapotranspiration and streamflow show considerable regional variability superimposed on the large-scale patterns.

In order to assess the quality of the simulated evapotranspiration and streamflow and the changes therein, we evaluate our simulations against observation-based estimates of average evapotranspiration (Martens et al., 2017) over the more recent period 1980–2017 (it should be noted that currently no gridded evapotranspiration estimates are available that cover our complete study period) as well as observed changes in streamflow reported by Stahl et al. (2010) that cover most of our study period. The pattern of simulated ET (Fig. 5a) closely resembles the pattern as produced by GLEAM version 3.2a (Martens et al., 2017, data shown in Fig. 5b). It should be noted that this comparison is added for reference only and should not be seen as validation: GLEAM is not a strictly observational dataset, and it does not necessarily provide better long-term estimates of ET for forest and urban areas. The Budyko model produces slightly lower values in Eastern Europe and the Iberian Peninsula, but
slightly higher values in Sweden and Finland. At the regional scale, our simulations show more variability due to the higher resolution of the forcing and land use datasets. In addition to matching the pattern of average ET, our approach is also able to reproduce the overall pattern of observed changes in streamflow (Fig. 5c,d). In spite of the difference in units and the fact that individual basins might have shorter record lengths, the correlation in trends between the basins is 0.34. The simulations agree with the observed declines in average streamflow in much of Southern and Central Europe, and increases in the more mountainous, coastal and/or Northern regions. The two-dimensional frequency distribution (Fig. 6) confirms the capability of our approach in reproducing the observed trends in Figs. 5d, with a much higher frequency in the outer quartiles along the diagonal (12% and 9.7% compared to 6.25% expectation) than across the diagonal (4.8% and 2.8% of catchments). It should be noted that a higher-order validation on trends is subject to more noise than validation on mean fields, and a perfect match should not be expected also due to the difference in normalization. Figure 7 shows that our simulations also add information with respect to trends in forcing (P and PET), where PET and to a lesser extent P show a predominant increase over all basins while observed trends center around zero change. Overall, the validation shows that our simplified approach is able to capture continental-scale patterns in mean and changes of blue and green water fluxes: evapotranspiration and streamflow.

Changes in order to understand how changes in fluxes are driven by local changes in climate and land use. Figures 6 and 7, Figures 8 and 9 show how the contribution of the main drivers (precipitation, PET, and land use) to changes in evapotranspiration and streamflow, respectively, vary (Fig. 8) and streamflow (Fig. 9), varies across Europe. This is done by plotting each contribution (as determined from simulations where the other drivers where kept constant) as a separate RGB component, whereby each contribution is rescaled inversely from the 2nd to the 98th percentile of its spatial distribution over Europe.

The for a more quantitative regional assessment, the subpanels in Figures 6 and 7, 8 and 9 zoom in on several regions, further illustrating the strong regional divergence in changes in water flux partitioning. In the Southern Highlands of Scotland (Figs. 6a/8a/7a9a), a strong increase in precipitation has lead to a strong net increase in streamflow of +330-362 mm/y, only slightly counteracted by opposing PET and land use (afforestation) effects. Urbanisation in the Paris metropolitan area (Figs. 6b/8b/7b9b) has act to reduced ET (~18 mm/y), but combines with increased P to a significant increase in streamflow (+4438 mm/y). In the Landes forest region (Figs. 6c/8c/7e9c), individual effects are small but combine to a strong (~7990 mm/y) reduction in water yield. ET changes in the Seville region (Figs. 6d/7d) are relatively small (~4d) are moderate (~53 mm/y) due to opposing contributions of precipitation decline and afforestation, but these effects combine into a strong reduction on streamflow (~10080 mm/y). In Sweden, ET changes (Figs. 6e/8e/6f8f) are stronger in the middle of the
country where widespread afforestation and precipitation increase combine (+95 mm/y). As a result, increases in streamflow are stronger in the South (+120 mm/y) where land use contributions do not reduce the effect of precipitation increase (Figs. 7e9e/7f). In Central-Austria (Figs. 6g8g/7g9g), PET increases dominate the net ET change (+3145 mm/y), but combine with precipitation reduction into a strong reduction of water yield (−94108 mm/y). In the Bulgarian Smolyan Province (Figs. 6h8h/7h9h), contributions combine into a strong ET increase (+6980 mm/y) but largely cancel out in the net effect on water yield (−819 mm/y). The examples highlight the fact that locally, individual changes are often amplified or counteracted by other changes, but because of the water balance constraint this is only true for impacts on either evapotranspiration or streamflow.

When the results are averaged over the continental scale, land use plays a more important role than suggested by Figure 6. Table 2 lists the Europe-wide changes in green or blue water fluxes as induced by the three main drivers. While changes in ET induced by precipitation are largest when positive and negative contributions are considered separately, the net effect is smaller since decreases in P in southern Europe are largely balanced by increases in the northern parts. As a result, net effects of land use and PET on ET are comparable to those of precipitation (around 40 km$^3$/y each), with land use having the largest contribution. These contributions correspond to nearly 1300 m$^3$/s, the equivalent of the discharge of a large river. The effects on streamflow differ slightly, with P dominating both the positive and net contributions. When zooming in on the near-natural catchments used by Stahl et al. (2010), a different picture is obtained. The contribution of P is less strong, likely because most of the catchments are located in Central-Western Europe where precipitation changes have been modest (Fig. 2b) compared to, for instance, Sweden. The net change in ET is mainly driven by land use and PET. For streamflow changes, P is the largest net contributor at nearly around 4 km$^3$/y, but land use contributes significantly with nearly −2 km$^3$/s. For individual large river basins, such as the Rhine basin shown here, the impacts can differ significantly. Rather than precipitation, land use and PET are found to be the main drivers of changes in streamflow over the past decades. The strong sensitivity of streamflow to past land use changes seemingly contradicts the small land use effects under future land use scenarios for this catchment found in previous studies (e.g. Hurkmans et al., 2009).

4 Discussion

Our results on changes in water balance partitioning over Europe are in line with many more local or regional-scale studies. In some regions, studies have found little to no trends due to dominance of natural variability on change indicators (Hannaford, 2015). For the 6.5 km$^2$ Hupsel Brook catchment in the east of the Netherlands, Brauer et al. (2018) reported no significant trend in annual runoff since the mid 1970s. In one of the few studies on long-term in situ observations of ET, Seneviratne et al. (2007) reported no significant trends of annual ET at the Rietholzbach lysimeter in north-eastern Switzerland. These findings are consistent with the results on changes in ET and Q presented in Figs. 4b and 4d. Other regions have seen negative trends. The decline in water yield in the Ebro river has been attributed to land abandonment (López-Moreno et al., 2011), whereas precipitation decline has been identified as an additional factor in most of the Iberian peninsula (Lorenzo-Lacruz et al., 2012).
In Austria, increased $P$ and PET has been identified as factors driving ET increase (Duethmann and Blöschl, 2018). In Sweden, Jaramillo et al. (2018) found little change in the ratio ET/$P$ in spite of strong increases in $P$ and PET. Also these findings are consistent with our results. This shows that even using gridded observations contain consistent information for local-scale change analysis.

The modelling approach followed here is simplified both in terms of number of model parameters, land use classes, and the parameterization of climate. While the single model parameter $w^*$ correlates with physical land surface properties, it does not have a direct physical meaning (although expressions can be derived linking Budyko parameters to vegetation and climate characteristics, see Gerrits et al., 2009). Therefore $w^*$ might also change with mean climate conditions and the synchronicity between precipitation and potential evapotranspiration, changing snow conditions (Berghuijs et al., 2014) and/or vegetation phenology (Donohue et al., 2007). This could not be investigated due to a lack of observations in Southern and Northern Europe. It has also been argued that the success of Budyko approaches can be partly explained by the possible adaptation of vegetation to difference in climate seasonality and soil type (Gentine et al., 2012), which would be a strong argument in favor of using such simplified models. We also use a limited number of land use classes. This number is constrained both by the limited availability of accurate estimates of long-term water balance partitioning for different land use types, as well as by the limited number of land use classes in the HILDA land use reconstruction. Nonetheless, we believe our simulations to capture the first order land use and climate-induced impacts.

The lysimeter observations include land use with some of the highest and lowest reported ET rates, making it unlikely that we underestimate the land use-induced variability in ET. And whereas there can be considerable variability in average ET within land use classes, for instance due to vegetation and/or soil type (Haferkorn and Knappe, 2002), this variability is typically small compared to the possible range of ET over all land use classes. The range in $w^*$ values is also consistent, at least qualitatively, with estimates in previous studies (Li et al., 2013; Greve et al., 2014). Our modeling approach did not explicitly consider effects other than atmospheric temperature as climate drivers of ET. For instance, the impact of rising CO$_2$ levels on transpiration (Piao et al., 2007) were not considered, although the effects of CO$_2$ where found to be small compared to effects of forest stand age (Jaramillo et al., 2018). Also the impact of agricultural intensification (Liu et al., 2015) and irrigation on ET were not considered, although in some regions the effect of irrigation can be considerable (Siebert and Döll, 2010; Jaramillo and Destouni, 2015). Both can be expected to lead to higher ET and lower $Q$. While such processes can have strong impacts locally and regionally, other studies have shown small effect under European conditions (e.g., van Roosmalen et al., 2009). It should be mentioned that other, more rigorous, methods have been applied at smaller scales based on multiple working hypotheses (Harrigan et al., 2014), that allow for identification of additional factors driving hydrologic change.

The model forcing is based on interpolated observations from weather stations. The location of these stations generally follows WMO recommendations (see e.g. Ehinger, 1993), and as a result there is a lack of meteorological observations in, near, or above forests (Frenne and Verheyen, 2016), or in urban areas. Large forest or urban areas, however, are known to impact their own weather for instance due to enhanced temperature (the well-known urban-heat island effect).
island effect), cloud formation (as has been observed over the larger French forest regions of Landes and Sologne, see Teuling et al., 2017) (as has been observed over the larger French forest regions of Landes and Sologne and cities of Paris and London, see Teuling et al., 2017; Thornthwaite, 1948), or rainfall (as has been shown by modeling experiments for the Dutch Veluwe forest region, see ter Maat et al., 2013). Such local land cover impacts on climate are unlikely to be represented correctly in the forcing dataset used in this study which is based on interpolation of weather station data. Also the quality of the data underlying the E-OBS and HILDA datasets used in this study might differ between countries. As a result, the datasets might induce “jumps” near to borders as can be seen in some of the maps. These inconsistencies will likely be fixed in future releases of the datasets, and do not impact the overall conclusions of this study.

The model forcing of potential evapotranspiration is determined by a simple temperature-based parameterization, namely the Thornthwaite method using the Penman-Monteith parameterization (Harris et al., 2014), which accounts for temperature, radiation, humidity, and wind speeds effects on evapotranspiration. The benefit of this approach is that simulations can be done in a consistent and robust manner for a longer historical period it is the most physical model for potential evapotranspiration, but the larger number of variables involved also increases the risk of spurious trends. Routine observations of global net radiation, needed to force more complex parameterizations such as the Penman-Monteith equation, are only available for the most recent decades from either stations or satellite. Often, they are calculated from other (uncertain) input data. This raises the question whether decadal trends in radiation (i.e., global dimming and brightening, see Wild, 2016), are correctly represented in long-term PET datasets based on Penman-Monteith. Potentially, trends in PET might be underestimated. A major disadvantage of the simpler temperature-based methods is that, while they correctly follow the intra-annual variations in energy, they might be too sensitive to interannual and decadal variations in temperature that are independent of radiation trends (Sheffield et al., 2012). In spite of the possible overestimation of the temperature effect on PET trends, we believe the impact on our main results to be minimal in particular in drier (semi-arid) regions with seasonal water limitation due to the reduced sensitivity of ET to PET (van der Schrier et al., 2011). This is partly since the temperature trends in Europe have been impacted by decadal trends in radiation (i.e., global dimming and brightening, see Wild, 2016), and also because even with the possible overestimation the trends in ET and Q are still dominated by changes in land use and precipitation. It has also been reported that Thornthwaite does not always give the strongest increase in PET values in a warming climate when compared to other more physically-based methods such as Penman-Monteith (Prudhomme and Williamson, 2013)(Prudhomme and Williamson, 2013), suggesting that PET-induced changes in water balance partitioning should be interpreted with care.

Changes in climate and land use generally affect both the average green and blue water fluxes evapotranspiration and streamflow. But whereas changes in green water fluxes evapotranspiration are needed to explain changes in blue water streamflow, the socio-economic impact relates more directly to blue water fluxes since they reflect streamflow since this reflects average fresh water availability. This is of particular relevance in the Mediterranean region, where a decline in blue water flux water yield or streamflow reflects a decrease in water available for irrigation and agricultural production downstream. Our results indicate that land use changes in the more mountainous areas in the Mediterranean-Mediterranean have contributed significantly to re-
ductions in streamflow. Conversely, increasing blue water fluxes in Northern Europe might be beneficial to other sectors as such the hydropower industry. The finding that land use change effects are of similar magnitude as climate change effects on water availability also has important implications beyond the yearly average values. Extremes will likely also be impacted by land use, yet current drought projections for Europe (Forzieri et al., 2014; Samaniego et al., 2018) or assessments of changes in floods (e.g. Hall et al., 2014) do not take into account past and/or future land cover changes. Not accounting for land use change will likely lead to regional over- or underestimation of changes in water availability. Therefore, land use change impacts on green and blue water fluxes need to be considered in conjunction with climate change impacts.

5 Conclusions

In this study, we investigated the role of changes in land use and climate in Europe from 1960 to 2010 on average evapotranspiration and streamflow. In our modeling approach, we combined a state-of-the-art land use reconstruction with gridded observational datasets of climate forcing and a Budyko-model constrained with ET observations from several long-term lysimeter stations. Based on the model results, it was shown that land use changes have had net impacts on evapotranspiration that are generally comparable in size to those caused by changes in precipitation and potential evapotranspiration. Evapotranspiration increased in response to land use (mainly large-scale re- and afforestation) and climate change in most of Europe, with the Iberian peninsula and other small parts of the Mediterranean being exceptions with negative trends. Streamflow changes were dominated by a strong positive contribution of precipitation increases in Northern Europe. Land use and potential evapotranspiration had smaller effects of opposite sign, resulting in small net streamflow changes over Europe. The analysis revealed considerable complexity at smaller scales, with most of the possible combinations between positive and negative contributions of precipitation, land use, and potential evapotranspiration occuring at some locations. This was true for effects on evapotranspiration and discharge. Most pressing, we find that in much of the Mediterranean, land use and climate change combine to further reduce blue water fluxes and water availability.
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Figure 2. Climate and land use controls on water balance partitioning from long-term flux observations. See Table 1 for origin of data points. The errorbar indicates the total spread over multiple lysimeters at the Brandis site with different soil types (Haferkorn and Knappe, 2002). Curves are based on Eq. 3. Note that symbol shape indicates land cover, but colors indicate stand age in case of forest. The dashed grey line indicates the energy limit for non-adjusted PET.
Figure 3. Climate characteristics over the period 1960–2010. Left panels show the mean precipitation and potential evapotranspiration (a and c, respectively), while the right panels indicate the change over the period 1960–2010 for precipitation (b) and potential evapotranspiration (d).
Figure 4. Land cover characteristics over the period 1960–2010. Left panels show the mean forest cover and urban fraction in 1960 (a and c, respectively), while the right panels indicate the change between the periods 1960 and 2010 for forest cover (b) and urban area (d).
Figure 5. Simulated water balance partitioning over the period 1960–2010. Left panels show the mean evapotranspiration or green water flux and streamflow or blue water flux in 1960 (a and c, respectively), while the right panels indicate the change between the periods 1960 and 2010 for evapotranspiration (b) and streamflow (d). The colors in the right panels have been chosen such that an increase in blue/green water flux also is shown in blue/green, although it should be noted that a decrease in one flux does not directly translate into an increase in the other.
**Figure 6.** Validation of simulated hydrological fluxes across Europe.  

- **a** Simulated ET average over the 10-year periods 1990, 2000, and 2010.  
- **b** Observation-based ET average over the period 1980–2017 from GLEAM version 3.1 (Martens et al., 2017).  
- **c** Simulated ET average over changes in streamflow between the 10-year periods 1990, 2000, and 2010.  
- **d** Observed changes in streamflow over the period 1962–2004 taken from Stahl et al. (2010, their Figure 2).  

Note the difference in units between observations-simulations (c) and simulations-observations (d) because the approach followed in this study does not allow for normalisation by interannual streamflow variability. Observed trends might also be calculated for shorter periods within the period 1962–2004. It should also be noted that ET validation is done for the mean flux, whereas streamflow is validated on the rate of change rather than the mean.
Figure 7. Distribution—Two-dimensional quartile distribution of absolute contribution of climate (P and PET) and land use (LU) changes on changes in evapotranspiration over the period 1960–2010 observed versus simulated streamflow. Colors reflect the relative importance of land use (LU, in magenta or RGB 0,255,255), precipitation (P, in cyan or 255,0,255), and PET (yellow, 255,255,0). Each contribution is inversely scaled between the 2nd and 98th percentiles to reflect its relative importance over Europe. As a result, white (255,255,255) indicates locations where all contributions are below their 2nd percentile normalized by interannual streamflow variability, and black (0,0,0) indicates locations where all contributions whereas simulated changes are above normalized by their 98th percentile 1960s values. Side panels show the absolute contribution of LU, P, and PET and the net change for selected regions: a Southern Highlands (Scotland), b Paris metropolitan area (France), c Landes forest region (France), d Seville region (Spain), e Central Sweden, f Southern Sweden, g Styria region (Austria), h Smolyan Province (Bulgaria). Domain-averages are listed in Table 2.
Figure 8. Distribution Comparison of absolute contribution of climate–median change normalized by the Inter Quartile Range (P and PET) for observed and land use (LU) changes on changes in simulated streamflow over the period 1960–2010 and climate forcing. See caption Fig. 5. Normalization was done in order to allow for explanation direct comparison of colors. Side panels show the absolute contribution of LU changes reported by Stahl et al. (2010), P who reported change normalised by interannual streamflow variability, and PET and the net other fluxes with change for selected regions. a Southern Highlands (Scotland), b Paris metropolitan area (France), c Landes forest region (France), d Seville region (Spain), e Central Sweden, f Southern Sweden, g Styria region (Austria), h Smolyan Province (Bulgaria). Domain-averages are listed expressed in Table 2 percentage.
Figure 9. Distribution of absolute contribution of climate (P and PET) and land use (LU) changes on changes in evapotranspiration over the period 1960–2010. Colors reflect the relative importance of land use (LU, in magenta or RGB 0,255,255), precipitation (P, in cyan or 255,0,255), and PET (yellow, 255,255,0). Each contribution is inversely scaled between the 2nd and 98th percentiles over Europe to reflect its relative importance. As a result, white (255,255,255) indicates locations where all contributions are below their 2nd percentile, and black (0,0,0) indicates locations where all contributions are above their 98th percentile. Side panels show the absolute contribution of LU, P, and PET and the net change for selected regions. a Southern Highlands (Scotland), b Paris metropolitan area (France), c Landes forest region (France), d Seville region (Spain), e Central Sweden, f Southern Sweden, g Styria region (Austria), h Smolyan Province (Bulgaria). Domain-averages are listed in Table 2.
Figure 10. Distribution of absolute contribution of climate (P and PET) and land use (LU) changes on changes in streamflow over the period 1960–2010. See caption Fig. 8 for explanation of colors. Side panels show the absolute contribution of LU, P, and PET and the net change for selected regions. a Southern Highlands (Scotland), b Paris metropolitan area (France), c Landes forest region (France), d Seville region (Spain), e Central Sweden, f Southern Sweden, g Styria region (Austria), h Smolyan Province (Bulgaria). Domain-averages are listed in Table 2.
Table 1. Data used in the Budyko-analysis. Units of fluxes are in mm/y.

<table>
<thead>
<tr>
<th>Site</th>
<th>Lat.</th>
<th>Lon.</th>
<th>Land use</th>
<th>Period</th>
<th>$P$</th>
<th>PET*</th>
<th>ET</th>
<th>Site reference/Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Castricum</td>
<td>52.55</td>
<td>4.64</td>
<td>Bare soil</td>
<td>1941–1952</td>
<td>825</td>
<td>554</td>
<td>201</td>
<td>Tollenaar and Ryckborst (1975)</td>
</tr>
<tr>
<td>Castricum</td>
<td>52.55</td>
<td>4.64</td>
<td>Bare soil</td>
<td>1957–1966</td>
<td>893</td>
<td>554</td>
<td>205</td>
<td>Tollenaar and Ryckborst (1975)</td>
</tr>
<tr>
<td>Castricum</td>
<td>52.55</td>
<td>4.64</td>
<td>Bare soil</td>
<td>1972–1981</td>
<td>805</td>
<td>574</td>
<td>202</td>
<td>Tollenaar and Ryckborst (1975)</td>
</tr>
<tr>
<td>Castricum</td>
<td>52.55</td>
<td>4.64</td>
<td>Bare soil</td>
<td>1987–1996</td>
<td>887</td>
<td>588</td>
<td>192</td>
<td>Tollenaar and Ryckborst (1975)</td>
</tr>
<tr>
<td>St. Arnold</td>
<td>52.21</td>
<td>7.39</td>
<td>Forest (deciduous)</td>
<td>1969–1978</td>
<td>687</td>
<td>558</td>
<td>364</td>
<td>Harsch et al. (2009)</td>
</tr>
<tr>
<td>St. Arnold</td>
<td>52.21</td>
<td>7.39</td>
<td>Forest (deciduous)</td>
<td>1982–1991</td>
<td>765</td>
<td>585</td>
<td>534</td>
<td>Harsch et al. (2009)</td>
</tr>
<tr>
<td>St. Arnold</td>
<td>52.21</td>
<td>7.39</td>
<td>Forest (deciduous)</td>
<td>1995–2004</td>
<td>834</td>
<td>604</td>
<td>538</td>
<td>Harsch et al. (2009)</td>
</tr>
<tr>
<td>Castricum</td>
<td>52.55</td>
<td>4.64</td>
<td>Forest (coniferous)</td>
<td>1941–1952</td>
<td>825</td>
<td>554</td>
<td>386</td>
<td>Tollenaar and Ryckborst (1975)</td>
</tr>
<tr>
<td>Castricum</td>
<td>52.55</td>
<td>4.64</td>
<td>Forest (coniferous)</td>
<td>1957–1966</td>
<td>893</td>
<td>554</td>
<td>680</td>
<td>Tollenaar and Ryckborst (1975)</td>
</tr>
<tr>
<td>Castricum</td>
<td>52.55</td>
<td>4.64</td>
<td>Forest (coniferous)</td>
<td>1972–1981</td>
<td>805</td>
<td>574</td>
<td>688</td>
<td>Tollenaar and Ryckborst (1975)</td>
</tr>
<tr>
<td>Castricum</td>
<td>52.55</td>
<td>4.64</td>
<td>Forest (coniferous)</td>
<td>1987–1996</td>
<td>887</td>
<td>588</td>
<td>764</td>
<td>Tollenaar and Ryckborst (1975)</td>
</tr>
<tr>
<td>Castricum</td>
<td>52.55</td>
<td>4.64</td>
<td>Forest (coniferous)</td>
<td>1941–1952</td>
<td>825</td>
<td>554</td>
<td>336</td>
<td>Tollenaar and Ryckborst (1975)</td>
</tr>
<tr>
<td>Castricum</td>
<td>52.55</td>
<td>4.64</td>
<td>Forest (deciduous)</td>
<td>1957–1966</td>
<td>893</td>
<td>554</td>
<td>519</td>
<td>Tollenaar and Ryckborst (1975)</td>
</tr>
<tr>
<td>Castricum</td>
<td>52.55</td>
<td>4.64</td>
<td>Forest (deciduous)</td>
<td>1972–1981</td>
<td>805</td>
<td>574</td>
<td>533</td>
<td>Tollenaar and Ryckborst (1975)</td>
</tr>
<tr>
<td>Castricum</td>
<td>52.55</td>
<td>4.64</td>
<td>Forest (deciduous)</td>
<td>1987–1996</td>
<td>887</td>
<td>588</td>
<td>534</td>
<td>Tollenaar and Ryckborst (1975)</td>
</tr>
</tbody>
</table>

*Derived from E-OBS ($P$) and CRU (PET).

**Mean of 24 lysimeters listed, minimum value 478 mm/y and maximum 614 mm/y also shown as errorbar in Fig. 1.

*** Values digitized from Calder (1976)
Table 2. Data used in the Budyko-analysis (table continued because of double line-spacing). Units of fluxes are in mm/y.

<table>
<thead>
<tr>
<th>Site</th>
<th>Lat.</th>
<th>Lon.</th>
<th>Land use</th>
<th>Period</th>
<th>$P$</th>
<th>PET*</th>
<th>ET</th>
<th>Site reference/Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eberswalde</td>
<td>52.89</td>
<td>13.81</td>
<td>Forest (deciduous)</td>
<td>1985–1989</td>
<td>625</td>
<td>706</td>
<td>455</td>
<td>Müller (2009)</td>
</tr>
<tr>
<td>Plynlimon**</td>
<td>52.47</td>
<td>−3.73</td>
<td>Forest (coniferous)</td>
<td>1974–1975</td>
<td>2300</td>
<td>552</td>
<td>999</td>
<td>Calder (1976)</td>
</tr>
</tbody>
</table>

* Derived from E-OBS ($P$) and CRU (PET).
** Mean of 24 lysimeters listed, minimum value 478 and maximum 614 also shown in Fig. 1.
*** Values digitized from Calder (1976)
Table 3. Climate and land use contributions to changes in evapotranspiration and streamflow over the period 1960–2010. All units in km$^3$ y$^{-1}$. For reference, 1 km$^3$ y$^{-1}$ corresponds to an average discharge of 32 m$^3$ s$^{-1}$. The total area with available data is 4,312,807 km$^2$.

<table>
<thead>
<tr>
<th>factor</th>
<th>Evapotranspiration</th>
<th>Streamflow</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>positive</td>
<td>negative</td>
</tr>
<tr>
<td>Whole study domain</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Land use</td>
<td>53.6 54.0</td>
<td>−9.2 69.0</td>
</tr>
<tr>
<td>Precipitation</td>
<td>89.2 92.4</td>
<td>−48.2 58.2</td>
</tr>
<tr>
<td>Potential evapotranspiration</td>
<td>42.1 60.6</td>
<td>−0.2</td>
</tr>
<tr>
<td>Near-natural catchments (Stahl et al., 2010, and Fig. 6c,d)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Land use</td>
<td>2.2 2.4</td>
<td>−0.3</td>
</tr>
<tr>
<td>Precipitation</td>
<td>2.8 3.0</td>
<td>−1.3 1.9</td>
</tr>
<tr>
<td>Potential evapotranspiration</td>
<td>2.6 3.7</td>
<td>0</td>
</tr>
<tr>
<td>Rhine basin</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Land use</td>
<td>2.4 2.2</td>
<td>−0.4</td>
</tr>
<tr>
<td>Precipitation</td>
<td>1.6 1.8</td>
<td>−0.9 1.1</td>
</tr>
<tr>
<td>Potential evapotranspiration</td>
<td>2.7 3.6</td>
<td>0</td>
</tr>
</tbody>
</table>