Improving lake mixing process simulations in the Community Land Model by using K profile parameterization
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Abstract. We improved lake mixing process simulations by applying a vertical mixing scheme, K profile parameterization (KPP), in the Community Land Model (CLM) version 4.5, developed by the National Center for Atmospheric Research. Vertical mixing of the lake water column can significantly affect heat transfer and vertical temperature profiles. However, the current vertical mixing scheme in CLM assumes that mixing is driven primarily by wind, and it produces large biases in thermal process simulations. We improved the CLM lake model by using KPP, where vertical mixing was driven by winds and surface thermal forcing, the latter representing the net heat flux in the lake boundary layer. We chose an Arctic Alaskan lake to evaluate this improved lake model. Results demonstrated that KPP could reproduce the observed lake mixing and significantly improved lake temperature simulations when compared to the original mixing scheme in CLM. Our newly improved model better represents the transition between stratification and turnover due to surface thermal forcing combined with high winds. This improved lake model has great potential for reliable physical lake process predictions and better ecosystem services.

1 Introduction

Lake thermal processes are vital to improving our understanding of regional climate systems. Lakes significantly affect regional temperature, precipitation, and surface heat fluxes (Jeffries et al., 1999; Lofgren, 2004; Long et al., 2007; Rouse et al., 2008; Thiery et al., 2015). In fact, lakes can reduce...
diurnal temperature variation by cooling near-surface air temperature during the day and warming it at
night (Bonan, 1995; Krinner, 2003; Samuelsson et al., 2010). Regional climate modeling has shown
that lakes can have a strong effect on seasonal precipitation (Diallo et al., 2017; Zhu et al., 2017). For
instance, lakes cool the lower atmosphere during the summer and increase its stability, reducing
summer precipitation as compared to the land (Gu et al., 2016; Sun et al., 2015). Additionally, large
lakes, like the Great Lakes in North America, often produce strong snowstorms during early winter or
spring from high surface evaporation (Dai et al., 2017; Laird et al., 2009). Furthermore, Rouse et al.
(2005) indicated that lakes affect surface energy balance, with higher net radiation, subsurface heat
storage, and evaporation than the nearby land.

Lake temperatures shape lake ecosystems (Marshall et al., 2013; Michalski and Lemmin, 1995). For
example, Berger et al. (2006) showed that plankton biomass is negatively correlated with lake mixed
layer depth. Some studies have proven that strong temperature stratification stimulates the spring
phytoplankton bloom (Chiswell, 2011; Mahadevan et al., 2012). What is more, the frequency and
intensity of water turnover, a product of the thermal processes within a lake, is critical for replenishing
and circulating hypolimnetic O₂ and nutrients (Dodson, 2004; Foley et al., 2012; Shimoda et al., 2011).
Hence, it is important to accurately quantify lake thermal processes in order to fully comprehend how
temperatures affect lake ecosystems.

Numerical models are important tools for investigating lake thermal processes. Vertical mixing
processes need to be parameterized in these models. The usefulness of these models depends on
whether they can represent lake processes accurately and in a dynamic consistent manner. Several
one-dimensional (1-D) lake models have been developed over the last three decades with varying levels
of sophistication in terms of how model physics and structure are represented (Henderson-Sellers, 1985;
Goudsmit et al., 2002; Mironov, 2008; Stepanenko et al., 2016). The Lake Model Inter-comparison
Project (LakeMIP) assessed the simulation skill of different models (Stepanenko et al., 2010) and
concluded that no single lake model is capable of simulating thermal processes for a wide range of
lakes with different depths (Kheyrollah Pour et al., 2012; Stepanenko et al., 2014; Martynov et al.,
2010; Perroud et al., 2009; Yao et al., 2014). Stepanenko et al. (2012) indicated that the poor skill in
modeling lake thermal processes was due to the simplification of water mixing processes so that they
were driven primarily by near-surface wind. Martynov et al. (2010) showed that focusing on
wind-driven mixing often leads to insufficient water mixing and thus weakened heat transfer within the
lake, resulting in unrealistic spring warming and fall cooling of the lake surface. Hence, efforts have been made to improve lake mixing simulations through enlarged eddy diffusivity (Gu et al., 2013; Perroud et al., 2009; Xu et al., 2016). However, such an approach mostly strengthens mixing in the entire water body, which often greatly overestimates water mixing in the lower part of lakes (Subin et al., 2012; Zhang et al., 2018).

Based on observational studies, surface thermal forcing plays a vital role in driving lake mixing in addition to wind (MacIntyre et al., 2009). Lake water mixing is affected by not only winds, but air-lake heat exchange and net radiation as well (Chowdhury et al., 2015; Ellis et al., 1991; Imberger, 1985; Lewis, 1973; MacIntyre, 2008; Patterson et al., 1984; Yang et al., 2015). Surface thermal forcing, also called buoyancy flux, is defined as the net heat flux in the boundary layer. A lake gains energy with a positive buoyancy flux and loses energy with a negative buoyancy flux. Studies have shown that negative buoyancy fluxes combined with high winds can break up summer lake stratification (Augusto-Silva et al., 2019; Liu et al., 2019; Saber et al., 2018). Therefore, besides winds, surface thermal forcing (buoyancy flux) is an essential factor that affects lake water mixing.

K profile parameterization (KPP) (Large et al., 1994), an advanced water mixing scheme used mostly in ocean models, makes significant improvements in oceanic water mixing simulations (Li et al., 2001; Roekel et al., 2018; Shchepetkin and McWilliams, 2005; Wang et al., 2013). KPP considers the effects of both wind and surface thermal forcing on water mixing. The objective of this study was to improve lake mixing process simulations by using KPP with the Community Land Model (CLM) version 4.5, developed by the National Center for Atmospheric Research (Oleson et al., 2013). This newly improved model was then applied to an Arctic Alaskan lake for model validation. In this paper, Sect. 2 introduces the mixing schemes, data, and methodology; Sect. 3 presents simulation results and analysis, and conclusions are given in Sect. 4.

2 Mixing schemes, data, and methodology

2.1 Mixing scheme descriptions

2.1.1 The original mixing scheme in the CLM lake model

The 1-D lake model embedded in the current CLM version (CLM-ORG) simulates heat and water exchanges between the air and lake surface, water phase changes, and radiation transfer and water
mixing within the lake. The lake model consists of up to 5 snow layers on the lake ice, 10 water and ice layers, 10 soil layers, and 5 bedrock layers. Researchers have attempted to advance this lake model to more closely reflect reality over the last two decades (Fang and Stefan, 1996; Henderson-Sellers, 1985; Hostetler and Bartlein, 1990; Subin et al., 2012). The total eddy diffusivity in the lake model is calculated as follows (Subin et al., 2012):

\[ K_{\text{org}} = m_d (\kappa_e + K_{\text{ed}} + \kappa_m) \]  

(1)

where \( \kappa_e \) represents wind-driven diffusivity (m\(^2\) s\(^{-1}\)), \( K_{\text{ed}} \) is the enhanced eddy diffusivity for unresolved mixing processes (m\(^2\) s\(^{-1}\)), \( \kappa_m \) is a constant molecular diffusivity equal to 1.4×10\(^{-7}\) m\(^2\) s\(^{-1}\), and \( m_d \) is a parameter to increase the diffusivity for deep lakes, which is equal to 10 when lake depth is greater than 25 m. Wind-driven diffusivity, \( \kappa_e \), is formulated as follows:

\[
\kappa_e = \begin{cases} 
\frac{\kappa w^2 z}{P_0 (1 + 37 R_i^2)} \exp(-k' z), & T_g > T_f \\
0, & T_g \leq T_f 
\end{cases}
\]

(2)

where \( T_g \) is the water surface temperature (WST) (K), \( T_f \) is the freezing temperature, equal to 273.15 K, \( \kappa \) is the von Karman constant, \( P_0 \) is the turbulent Prandtl number, equal to 1, \( z \) is depth, which increases downward (m), \( w^2 \) is the surface friction velocity (m s\(^{-1}\)) equal to 0.0012\( u_2 \), where \( u_2 \) is the 2 m wind speed (m s\(^{-1}\)), and \( k' \) is related to latitude \( \phi \):

\[
k' = 6.6 u_2^{1.84} \sin \phi
\]

(3)

\( R_i \) is the Richardson number, given as:

\[
R_i = \frac{-1 + \sqrt{1 + \frac{40 N^2 \kappa z^2}{w^2 \exp(-2k' z)}}}{20}
\]

(4)

where \( N \) is the local buoyancy frequency representing the stability of water,

\[
N^2 = \frac{g \partial \rho}{\partial z}
\]

(5)

\( g \) is gravity acceleration (m s\(^{-2}\)), and \( \rho \) is the density of water (kg m\(^{-3}\)). The equation of the enhanced diffusivity is:

\[
K_{\text{ed}} = 1.04 \times 10^{-9} (N^2)^{-0.43}, (N^2 \geq 7.5 \times 10^{-5} \text{ s}^2)
\]

(6)

When \( N^2 \) is the minimum reaching to about 7.5×10\(^{-5}\) s\(^2\), the enhanced diffusivity is about six times more than the molecular diffusivity (Fang and Stefan, 1996). The wind-driven diffusivity is typically at least 2 orders larger than the molecular diffusivity (Hostetler and Bartlein, 1990). Thus, winds have a dominant effect on water mixing in the CLM lake model. In practical application, the total eddy
diffusivity computed by Eq. (1) generally produces unrealistically weak mixing and causes large errors in temperature profile simulations (Gu et al., 2013; Zhang et al., 2018).

### 2.1.2 KPP

KPP has two different eddy diffusivity parameterizations for the lake boundary layer and the layer below, which is different from the eddy diffusivity represented in the original CLM lake model. The diffusivity of the lake boundary layer, a function of wind and surface thermal forcing, is based on the Monin-Obukhov similarity theory (Monin and Obukhov, 1954):

$$K_{\text{w}}^{\text{KPP}}(\sigma) = hw(\sigma)G(\sigma) + \kappa_m \tag{7}$$

where $\sigma = d/h$ is the dimensionless vertical coordinate varying from 0 at the lake surface to 1 at the bottom of the lake boundary layer ($b$), $w(\sigma)$ is the velocity scale, and $G(\sigma)$ is the shape function. $\kappa_m$ is a constant molecular diffusivity, as in Eq. (1). The velocity scale is:

$$w(\sigma) = \begin{cases} \frac{\mu^*}{\sqrt{\kappa \varepsilon}}, \varepsilon < \sigma < 1, \zeta < 0 \\ \frac{\kappa u^*}{\sqrt{\kappa \varepsilon}}, \text{otherwise} \end{cases} \tag{8}$$

where $\kappa$ is the von Karman constant (0.4), $\varepsilon$ is equal to 0.1, $u^*$ is the surface friction velocity, $\phi(\zeta)$ is a non-dimensional flux profile associated with the stability parameter $\zeta = d/L = \sigma h/L$, $L$ is the Monin-Obukhov length scale defined as $L = u^*/\varepsilon B_f$ and the buoyancy flux $B_f = H^* g a C_p \rho^1$. $H^*$ is the sum of the surface turbulent heat fluxes, net long-wave radiation, and net shortwave radiation for the lake boundary layer, $a$ is the constant thermal expansion coefficient, and $C_p$ is the specific heat capacity of water (J kg$^{-1}$ K$^{-1}$). The non-dimensional shape function $G(\sigma)$ is a third-order polynomial (see the Appendix).

Water mixing below the lake boundary layer considers vertical shear and internal waves. The equation is:

$$K_{\text{w}}^{\text{KPP}} = k_s + k_w + \kappa_m \tag{9}$$

where $k_s$ is the diffusivity due to shear instability, and $k_w$ is the internal wave diffusivity set to a constant (10$^{-7}$ m$^2$ s$^{-1}$) as the background diffusivity (Bryson and Ragotzkie, 1960; Powell and Jassby, 1974; Thorpe and Jiang, 1998). The shear mixing term is calculated as:
where \( k_0 = 10 \, \text{m}^2 \, \text{s}^{-1} \) (Etemad-Shahidi and Imberger, 2006; Saber et al., 2018; Sweers, 1970), \( R_i_0 = 0.7 \), and \( p = 3 \). \( R_i_g \) is the local gradient Richardson number:

\[
R_i_g = \frac{N^2}{\left(\frac{\partial V}{\partial z}\right)^2}
\]

(11)

\[
V = V_{sfc}(3 \left(\frac{z}{D}\right)^2 - 4 \left(\frac{z}{D}\right) + 1)
\]

(12)

\[
V_{sfc} = 0.028 W
\]

(13)

where \( V \) is the horizontal velocity of water (m/s), \( D \) is the lake depth, \( V_{sfc} \) is the surface water flow velocity, and \( W \) is the surface wind. To apply KPP in the CLM lake model, we use Eq. (12) to represent the change of water flow in the vertical direction over the entire lake depth \((d)\) (Banks, 1975; Jan and Verhagen, 1994). We can see in Eq. (13) that \( V_{sfc} \) is linked with \( W \) (Stanichny et al., 2016; Wu, 1975).

The boundary layer depth depends mainly on the buoyancy and horizontal water flow velocity profiles. In order to compute the boundary layer depth, the bulk Richardson number is first computed as follows:

\[
R_i_g(d) = \frac{(B_r - B(d))d}{[V_r - V(d)]^2 + V_r^2(d)}
\]

(14)

where \( R_i_b \) is the bulk Richardson number, and \( B \) is the buoyancy. When \( R_i_b \) is equal to 0.25 (Kunze et al., 1990; Peters et al., 1995), the shallowest water depth \((d)\) is treated as the depth of the lake boundary layer. The subscript \( r \) represents the near-surface water layer with a depth of 0.1 m \((B_r, B(d), V_r^2(d))\), see the Appendix).

In this study, KPP was implemented into the CLM lake model (CLM-KPP) to improve lake mixing process simulations. As with CLM-ORG, the input variables to KPP consist of the lake depth, surface wind, and water density of each layer. In addition, KPP needs the buoyancy flux for the lake boundary layer. Outputs from KPP contain the total eddy diffusivity of each layer and the lake boundary layer.

### 2.2 Study area

We selected an Arctic Alaskan lake with available data to evaluate the original lake mixing scheme and KPP. Fog 3 Lake is in Arctic Alaska at (68.67° N, 149.10° W) (Fig. 1). In 2018 it had a surface area of
35,230 m² and a maximum depth of 19.74 m. The lake has a long ice duration, and ice-off is usually in late June, while ice-on typically occurs in early October (Arp et al., 2015).

2.3 Data

Observed hourly meteorological station data were used to force CLM with the two water mixing schemes: the wind-only driven scheme and KPP. This station is ~1.5 km from Fog 3 Lake, and the forcing variables include downward shortwave and longwave radiation, wind speed, air temperature, air pressure, and specific humidity. Observed lake temperatures from 1 July through 31 August 2018 are for lake depths of 0, 1, 2, 3, 4, 5, 6, 7, 8, 10, 12, 14, and 16 m for model initialization and evaluation.

2.4 Experiment design

Simulations were conducted with both CLM-ORG and CLM-KPP from 1 July through 31 August 2018. The depth for this lake was set up to 20 m in both models. We divided the lake into 24 layers, with layer center point depths of 0.05, 0.15, 0.25, 0.35, 0.45, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, and 19.25 m. The lake temperatures were initialized with observations for 1 July. The WST and temperature profile simulations with CLM-ORG and CLM-KPP were compared with the observed lake temperatures. The metrics used for evaluating the performance of the model included the root mean square error (RMSE) and correlation coefficient (R).

3 Results

3.1 Simulations with CLM-ORG and CLM-KPP

WST simulations with CLM-KPP were more accurate than those with CLM-ORG, especially in August. The RMSE of WST decreased from 0.8 °C with CLM-ORG to 0.4 °C with CLM-KPP (Fig. 2). CLM-KPP also produced better vertical lake temperature profile simulations than CLM-ORG, particularly in mid to late August. The observations showed that the lake mixed on 16 August (Fig. 3a). CLM-KPP accurately captured the mixing event (Fig. 3c), while CLM-ORG estimated a stratified lake throughout the model period (Fig. 3b). Insignificant differences were seen between CLM-ORG and CLM-KPP when compared to observations for the period before 16 August, while remarkable improvements were achieved with CLM-KPP during 16–31 August after the strong wind event...
The RMSE of the temperature profile simulations decreased from 1.2 °C with CLM-ORG to 1.0 °C with CLM-KPP, and $R$ increased from 0.90 to 0.95 (Table 1). In general, CLM-KPP had superior performance in simulating well-mixed conditions when compared with CLM-ORG, indicating a successful implementation of KPP into CLM.

Simulations of total eddy diffusivity ($m^2/s$) $K_{w}^{KPP}$ with CLM-KPP were compared with those of $K_{w}^{ORG}$ with CLM-ORG. $K_{w}^{KPP}$ within the boundary layer was generally larger than $K_{w}^{ORG}$, especially in August (Fig. 4). Thermal forcing played a vital role in this enlarged diffusivity, which was considered only in CLM-KPP and not in CLM-ORG. However, the total eddy diffusivity with CLM-ORG was higher than that with CLM-KPP below the boundary layer (Fig. 4). The pattern of the diffusivity with CLM-ORG was consistent with that of the squared buoyancy frequency $N^2$ (Fig. 5), implying that the enhanced diffusivity ($K_{w}$) was weighted very highly in $K_{w}^{ORG}$ in this model. In the meantime, $K_{w}^{KPP}$ was mostly on the order of $10^{-7}$ and was the product of internal-wave diffusivity, molecular diffusivity, and diffusivity due to shear instability (Eq. (9)). The first two terms were also on the order of $10^{-7}$, indicating that the total eddy diffusivity with CLM-KPP was controlled mostly by these two terms. In early July, $K_{w}^{KPP}$ sometimes appeared to be on the order of $10^{-5}$, which was consistent with that of the last term, shear instability diffusivity, implying that this term dominated $K_{w}^{KPP}$. The diffusivity increase was closely related to the strong winds occurring at the same time (Fig. 4b).

The squared buoyancy frequency ($N^2$) of simulations with both CLM-KPP and CLM-ORG were also compared for our study period. $N^2$ was related to the water density gradient (Eq. (5)) determined by the temperature gradient in both models. A greater $N^2$ produced more stable water and stronger water stratification. From 1 July through 15 August, the simulated $N^2$ with CLM-KPP near the bottom of the boundary layer was slightly larger than that with CLM-ORG (Fig. 5). Thus, the simulated water stratification with CLM-KPP at the bottom of the boundary layer was stronger than that in CLM-ORG before 16 August. However, after 16 August, the maximum $N^2$ with CLM-ORG occurred in the middle layer of the lake, maintaining stratification there. Conversely, the maximum $N^2$ with CLM-KPP moved down to near the bottom of the lake during the same 16-day period (Fig. 5).

### 3.2 Analysis of CLM-KPP Simulations

We examined our simulations and meteorological forcing data in detail to physically understand water
mixing conditions simulated by CLM-KPP, especially over the period of 16–31 August 2018. Figure 6a shows that downward shortwave radiation was 45 W m$^{-2}$ less during 1–15 August (shaded area) than in July. Meanwhile, over the same period, air temperature and specific humidity decreased dramatically, while wind speed showed almost no trend (Figs. 6b-d). In this period, the simulated net radiation with CLM-KPP was 54 W m$^{-2}$ lower than that for July (Fig. 6e). The turbulent heat flux, the sum of sensible and latent heat fluxes, increased over this 15-day period due mainly to the decreased air temperature and humidity (Fig. 6f). Figure 6g shows that buoyancy flux, defined as net radiation minus turbulent heat flux in the boundary layer with a different unit (m$^2$/s$^3$), was mostly negative during 1–15 August, showing that the lake was losing heat. Due to this heat loss, the temperature in the upper lake decreased, reducing the temperature difference between the upper and lower parts of the lake and thus weakening the stratification. Therefore, we can see that the boundary layer depth increased over the period of 1–15 August (Fig. 6h) when the wind had no systematic changes, but thermal forcing (buoyancy flux) played a significant role in this increase.

During 15–16 August, a wind event (12 m/s) mixed the lake, dramatically increasing the boundary layer depth in addition to the negative buoyancy flux. The deep boundary layer was maintained through the end of August, even though the winds returned to normal conditions. Such strong mixing was not seen in CLM-ORG, where the water stratification could not be broken up by the high wind event without help from thermal forcing. Hence, the negative thermal forcing had a critical effect on the strong mixing in our study lake, which was consistent with observations.

4 Conclusions

We improved lake mixing process simulations by applying the vertical mixing scheme KPP in CLM. The current vertical mixing scheme in CLM is driven mainly by winds, while KPP considers not only winds but surface thermal forcing as well. The improved lake model was applied to Fog 3 Lake in Arctic Alaska. Results indicate that the WST and lake temperature profile simulations using KPP are greatly improved when compared to the original vertical mixing scheme in CLM. During the transition season in August, the improvement is most obvious. This improvement is associated with negative heat flux and high wind, which can cause deepening of the boundary layer and strong mixing. However, the original vertical mixing scheme of CLM cannot capture these strong mixing events and causes a
positive lake temperature bias in its simulation. The improved lake model should be useful for reliable lake process predictions and better ecosystem services.
Appendix

Lake temperature is calculated as follows:

\[ \frac{\partial T}{\partial t} = \frac{\partial}{\partial z} \left( K_w(z, t) \frac{\partial T}{\partial z} \right) + \frac{1}{C_w} \frac{\partial \phi}{\partial z} \]  

(A1)

where \( T \) is lake temperature (K) at depth \( z \) (m) and time \( t \) (s), \( \phi \) is the absorbed solar radiation as a heat source term (W m\(^{-2}\)), \( C_w \) is the volumetric heat capacity of lake water (J m\(^{-3}\) K\(^{-1}\)), and \( K_w \) is the total eddy diffusivity (m\(^2\) s\(^{-1}\)).

The non-dimensional flux profiles are calculated as follows:

\[ \emptyset = \begin{cases} 
1 + 5\zeta, & 0 \leq \zeta \\
(1 - 16\zeta)^{-1/2}, & -1.0 \leq \zeta < 0 \\
(-28.86 - 98.96\zeta)^{-1/3}, & \zeta < -1.0
\end{cases} \]  

(A2)

The non-dimensional shape function \( G(\sigma) \) is a third-order polynomial:

\[ G(\sigma) = a_0 + a_1 \sigma + a_2 \sigma^2 + a_3 \sigma^3 \]  

(A3)

\( a_0, a_1, a_2, \) and \( a_3 \) are given as:

\( a_0 = 0 \)

\( a_1 = 1 \)

\[ a_2 = -2 + 3 \frac{u(h)}{hw(1)} \frac{\partial u(h)}{w(1)} + \frac{u(h)w(1)}{hw(1)^2} \]  

(A4)

\[ a_3 = 1 - 2 \frac{u(h)}{hw(1)} \frac{\partial u(h)}{w(1)} - \frac{u(h)w(1)}{hw(1)^2} \]

where \( u(h) \) is the water diffusivity as a function of lake depth \( h \), and \( w(1) \) is the velocity scale at the bottom of the lake boundary layer.

\( B(\sigma) \) is the buoyancy difference calculated with a depth of \( d \) as:

\[ g(1 - \frac{\rho_r}{\rho(d)^2}) \]  

(A5)

\( V_{\Gamma}^2 \) is calculated as:

\[ V_{\Gamma}^2(d) = \frac{C_d \Delta \overline{\omega} \left( -\beta \epsilon \right)^{-1/2}}{R_i C_s} \]  

(A6)

where \( R_i = 0.25, \) \( C_d = 1.6, \) \( \beta = 0.2, \) and \( C_s = -98.96. \)
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Figures

Figure 1. Fog 3 Lake.
Figure 2. WST observations (black line) and simulations with CLM-ORG (blue line) and CLM-KPP (red line) (unit: °C).
Figure 3. Lake temperature profiles of (a) observations and simulations with (b) CLM-ORG and (c) CLM-KPP. Lake temperature profile differences between simulations and observations (d) CLM-ORG minus observations and (e) CLM-KPP minus observations (unit: °C).
Figure 4. Simulated diffusivity for (a) CLM-ORG and (b) CLM-KPP on a logarithmic scale (Unit: m²/s). The black line in (b) shows the lake boundary layer depth (Unit: m).
Figure 5. Simulated $N^2$ with (a) CLM-ORG and (b) CLM-KPP (Unit: $10^{-5}/s^2$). The black line in (b) shows the lake boundary layer depth (Unit: m).
Figure 6. Time series of (a) observed downward shortwave radiation (W/m²), (b) observed air temperature and WST (°C), (c) observed specific humidity (kg/kg), (d) observed wind speed (m/s), (e) simulated net radiation (W/m²), (f) simulated turbulent heat flux (W/m²) (red line) with latent heat flux (gray line) and sensible heat flux (black line), (g) simulated buoyancy flux (m²/s²), and (h) simulated boundary layer depth (m). The gray shading covers 1 August through 15 August. The simulations were from CLM-KPP.
Table 1. RMSE (°C) and R of the temperature profile simulations with CLM-ORG and CLM-KPP for the Alaskan lake.

<table>
<thead>
<tr>
<th></th>
<th>CLM-ORG</th>
<th>CLM-KPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE (°C)</td>
<td>1.2</td>
<td>1.0</td>
</tr>
<tr>
<td>R</td>
<td>0.90</td>
<td>0.95</td>
</tr>
</tbody>
</table>