Response to reviewers

Dual state/rainfall correction via soil moisture assimilation for improved streamflow simulation: Evaluation of a large-scale implementation with SMAP satellite data

Yixin Mao, Wade T. Crow, Bart Nijssen

Revision summary:

We appreciate the comments from the reviewers. We respond to each reviewer comment below, with reviewer comments shown in bold. We have also made minor edits throughout the manuscript to make it more succinct and readable.

Response to Reviewer 1 (Christian Massari)

Major comments:

1) I have only one major comment which is related to the rainfall correction and its effect on the streamflow simulations which to me is a bit ambiguous and should be improved. In many parts of the manuscript it is said that the correction of the rainfall has a smaller effect since the rainfall forcing used (IMERG-ER) has a good quality (see lines 331 onward). However, this contradict with the results in Table 3 where the open loop simulations show in some cases of very poor performance of flood simulations (which are likely due the poor rainfall quality) and with other sentences stating that the IMERG-ER has large errors (line 448) in some basins. In fact, when forced by NLDAS2 there is a significant increase of the model performance up to 80% of PER which however, is still not satisfactory for some basins (see Table 3 Walnut, Chikaskia and Spring). Then, I think there two possible reasons. Either SMAP adds little in terms of rainfall correction or SMART only corrects for the random error component which is the component the hydrological model is less sensitive to as correctly stated by the authors. Therefore the systematic error can be very important in this respect. However as between the two precipitation products it is difficult to judge which one is really better (at least by looking at the performance in terms of KGE). I suggest to compare them with a gauge-based dataset like CPC or Stage IV both in terms of rainfall (bias, correlation and error) and in terms of streamflow simulations. Indeed it is well known that these two products works really well in US (see for example the last study of Beck et al. 2019 where they used Stage IV as a reference for validating precipitation products over CONUS). Another solution could be to drive VIC model with IMERG final run which is corrected with rain gauge and therefore should have a lower bias with its near real time counterpart and thus would explain if the systematic error is the real problem. To summarize my suggestion is to
include in the study a reference precipitation product against to compare IMERG-ER and NLDAS2. That would shed some light on the problems of the poor performance simulations.

We have responded the reviewer’s comment via the following points:

1) We agree with the reviewer that we overstated the “good quality” of IMERG, since it is clear from our streamflow results that IMERG rainfall quality is not good in some sub-basins. To address this, we have toned down the argument that IMERG has “good quality”, and instead emphasized that one reason of the smaller rainfall correction results than found by previous studies is because of the relatively better quality IMERG compared to older rainfall products (this discussion is now moved to Section 4.1 in the manuscript). In addition, the revised manuscript now clearly acknowledges (in Section 3.2.2) that in some sub-basins (the Bird, Spring, Illinois and Deep sub-basins in our experiment), SM-based rainfall correction scheme can potentially play an important role in improving VIC streamflow estimates because of relatively large IMERG error (with respect to the NLDAS-2 baseline). However, such potential improvement was not realized because these basins are densely vegetated with (subsequently) low SMAP quality. We believe that these revisions make our discussion more consistent, and balance and address the contradiction noted by the reviewer.

2) Regarding the addition of gauge-based rainfall dataset – the NLDAS-2 product used in the study is indeed already based on the gauge-based CPC rainfall (as well as ground radar), which is the reason that we used it as the reference precipitation in our study. Even if NLDAS-2 rainfall is not perfect especially when translating into streamflow results (as can be seen from our streamflow analysis), its reliance on gauge observations ensures that it is relatively more reliable than the other satellite-based rainfall products considered in this study. Therefore, it provides an adequate benchmark to evaluate the lower-quality satellite-based products. We have added a more detailed description of the NLDAS-2 rainfall product in Section 2.2.4 to highlight these points.

Response to Reviewer 2

The topic is of interest to hydrological community and the some of the conclusions made are important. However, the quality of writing not up the standard of HESS. As the authors have acknowledged that the methods used in this paper have already been implemented elsewhere in the literature, and the only “new” contribution is in terms of using new datasets, there should have been deeper discussion and analysis regarding the outcome of this experiment. I agree that authors have used Ensemble Smoother as an extension to EnKF in this work. However, the results suggest improvements only when the updates are made at coarse temporal scale (SMAP scale). So, apart from minor differences, there may not be statistically significant difference in terms of performance between the two techniques. I will be glad if I am proven otherwise. Also, most importantly, there was
only a speculative attribution of lack of improvement in performance to the better quality of IMERG precipitation. The results lack appropriate robust quantitative analysis in this regard. Further comments are listed below. In summary, the manuscript may have to be revised thoroughly in a way that highlights the major contributions, and also show how these contributions are helping us to extend our understanding in this domain of research. In this process, please also consider addressing the following specific and minor comments:

Major comments:

1) SMAP soil moisture estimates have a maximum sensing depth up to 6 cm in vegetated areas (Babaeian et al., 2019, Reviews of Geophysics). The deeper soil moisture has stable temporal dynamics compared with that of surface soil moisture. Further, the VIC model executed at 10, 40 and 93 cm. In the process of assimilation, the SMAP soil moisture are rescaled to VIC soil moisture dynamics. So, essentially the noisier timeseries (surface soil moisture) is being rescaled using the temporal dynamics of smoother timeseries (VIC soil moisture). Can authors assess the implications of this mismatch on the final outcome?

We agree with the reviewer that matching a satellite-observed soil moisture product with that represented in a land surface model (LSM) is a very challenging task, and so far there is no standard good solution despite many research efforts (see, e.g., Yilmaz and Crow, 2013; Kumar et al., 2015; Nearing et al., 2018). On the one hand, although SMAP is typically described as measuring the top ~ 5 cm of soil moisture, the actual vertical support depth is unclear and varies nonlinearly as a function of soil moisture and vegetation water content. On the other hand, the relationship between the top-layer depth and its soil moisture dynamics in an LSM is complex and driven by a large number of poorly known model parameters (although, Shellito et al. (2018) found that changing the top-layer depth from 10 cm to 5 cm in the Noah LSM did not affect surface soil moisture dynamics much). Therefore, contrasts between the spectral characteristics of modelled and observed “surface” soil moisture is a general problem for essentially all land data assimilation systems (Qiu et al., 2014) - even those in which a concerted effort is made to “match” the vertical support of both estimates. While it likely does introduce some time scale error, the moment-matching rescaling techniques as used in our study is one of the standard, although imperfect, solutions, which is commonly used in soil moisture data assimilation studies. Therefore, we have kept our original procedure and added new discussion in Section 4.2 which acknowledges this shortcoming.

2) How is the soil moisture state in the deeper layers being updated? Is there a correction factor implemented here, as carried out by Lievens et al. (2015, 2016)? Although authors have mentioned in Line 221, an equation will bring clarity to their statement.
In our 3-layer VIC setup, the middle layer is updated using the surface measurement via a standard EnKF algorithm (i.e., perturbed and updated based on the error covariance calculated based on the ensemble distribution) – this follows the approach of Lievens et al. (2016) but differs slightly from Lievens et al. (2015) where an artificial vertical correlation factor was used to “nudge” the deeper-layer state. For the bottom layer, we did not include it in the EnKF update, which is the same as in Lievens et al. (2015, 2016) and further justified by Mao et al. (2019). We still perturbed the bottom layer to create a realistic ensemble estimate. All these modeling choices were detailed earlier in Mao et al. (2019), and now clarified in the revised text (and with additional equations in Supplemental material).

3) Equations will help to understand the mathematically involved procedure like data assimilation.

We have added the key equations and descriptions in Supplemental Material as suggested.

4) Authors may have to discuss the sensitivity of choosing gamma parameter in Eq. (1).

First, we would like to emphasize that the gamma parameter in Equation (1) was already manually tuned with the objective of maximizing the correlation coefficient between the uncorrected API time series and the SMAP time series over the domain, such that the API model as stated in Equation (1) captures the SMAP-observed SM dynamics as much as possible. In addition, this issue has been examined in past studies. Using a very similar system, Crow et al. (2011) found that the magnitude of rainfall correction was minimally sensitive to variations in gamma in the effort of mimicking a more complex soil water balance model.

Second, we have added a sensitivity analysis to examine the impact of gamma on rainfall correction results, as suggested by the reviewer. Figures 1 and 2 below show the domain-median correlation coefficient improvement and percent RMSE reduction (PER), respectively, after correction at different gamma values (in the manuscript, gamma = 0.98 was used). We see that around the chosen gamma = 0.98, the sensitivity of rainfall correction performance to gamma is relatively small, and gamma = 0.98 results in optimal PER when evaluating at 1-day and 3-day time steps (although performance is even better at gamma = 0.99 for the other measures shown). However, we also see that the correction performance is significantly degraded if gamma is far from the chosen value (i.e., if gamma < 0.95). These results should confirm that the chosen gamma value in the manuscript is reasonable and roughly optimal. This analysis is now presented in the revised Supplemental Material.
Figure 1. Domain-median correlation coefficient improvement of IMERG rainfall after SMART correction (with respect to the NLDAS-2 reference) at different γ values. The improvement is evaluated for 3-hour (3H), 1-day (1D) and 3-day (3D) accumulation intervals.

Figure 2. Same as Figure 1, but evaluated by percent RMSE reduction (PER).
5) L 210: There is also a need for authors to explain why the error variance of 0.3 mm$^2$ is chosen and its sensitivity.

According to the Kalman filter theory, the time series of the normalized filter innovation should have mean zero and variance one. The normalized filter innovation, $e$, is defined as

$$ e_k = \frac{\tilde{y}_k - \tilde{y}_k^-}{\sqrt{H_k P_k^- H_k^T + R_k}} $$

where $k$ is the time step index, $\tilde{y}$ is the measurement, $\tilde{y}^-$ is the estimated measurement before update, $H$ is the vector mapping from state to measurement space, $P^-$ is the estimated state error covariance, and $R$ is the measurement error variance. Since we have a relatively good estimate of measurement error, the only degree of freedom to tune the innovation variance is the state error level, for which 0.3 mm$^2$ was found to roughly satisfy the statistical requirement on the filter innovation. Since the innovation is required to have these statistical properties by the Kalman filter theory, this is not something that can be freely altered and we did not carry out a sensitivity analysis. This point has been clarified in the revised text.

6) L: 228: When only top two layers are being updated, why is it that all the three layers are perturbed?

While the perturbation of the bottom layer does not affect the EnKF updating procedure, we need to perturb the bottom layer to generate a realistic ensemble for it since we are interested in probabilistic streamflow estimation (and the bottom layer soil moisture impacts VIC streamflow estimates via its role in determining baseflow). While ensemble spread in the first two soil layers will eventually propagate into the (third) bottom layer, such spread does not explicitly account for errors that originate in the bottom layer. We have clarified it in the text.

7) L: 230-233: I find that this statement in qualitative in nature. So, it cannot be considered as a finding.

We did carry out the experiment of comparing the state update performance with and without considering the spatial auto-correlation of states, and found that considering spatial auto-
correlation did not improve EnKF result (detailed results not shown). We have clarified this in the revised text.

8) Figure 3 is not explained properly. What is the meaning of improvement in correlation? Is it correlation (NLDAS, IMERG_Corrected) – correlation(NLDAS, IMERG_Original)? There is no detail about it in the manuscript.

Figure 3 shows the improvement of the IMERG rainfall product relative to the NLDAS-2 reference before and after the SMART rainfall correction - the formula written out by the reviewer is correct. However, we have decided to leave out this formula to avoid extra notation, but instead added a clearer description in the caption.

9) L: 302: If delta and P are aggregated to 3-day windows prior to correction in the case of EnKF, why are there minor changes in the spatial maps in Fig. 3 (d-f)? Will it not be sensible to just have a 3-day window map?

Even if EnKF corrects the 3-day accumulated rainfall amounts, the 3-day rainfall delta is downscaled uniformly to every 3-hour time step under the 3-day window. Therefore, the 3-hourly (or daily) rainfall can still be improved to be closer to truth, even if the correction does not capture the fine temporal resolution. We have clarified this in the revised text.

10) Interestingly, there seems to be an overlap in the spatial patterns of Figs. 2 and 3. It appears that there is a correlation improvement in the western part, which received lower rainfall compared to the eastern region. Is there such dependence of rainfall amount on the performance of correction?

We have added discussion on the spatial pattern of rainfall correction as suggested by the reviewer (first paragraph of Section 3.1.2). Specifically, SMAP tends to have better quality (in terms of correlation improvement) in the western part of the domain due to less vegetation, which is one possible reason that it adds more value to the SMART rainfall correction in the western region. RMSE is reduced more in the eastern part of the domain, which is likely due to the better correction for larger rainfall events (which mostly happen in the east).
11) I think it will be better if bias and error maps are also plotted to comprehensively characterize the errors.

The error (in terms of RMSE) reduction map was already included in the manuscript (Figure 5, left column). We do not include a bias correction map since the SMART algorithm does not correct overall rainfall bias – it rescales the corrected time series back to have the same mean as the uncorrected time series (this is pointed out in the first paragraph of Section 3.1.1).

12) L: 333-334: This is one of the most important statements made by authors. I think it is important to support this statement with rigorous analysis. I think it may not be fair to compare these results with that of Table 2. This is because of a) the experimental setup has changed, b) case study has changed, and c) the reference dataset has changed.

First, we have toned down the argument that IMERG has “good quality”, and instead emphasized the main reason for the smaller rainfall correction results than those found by previous studies is the relatively better quality IMERG compared to older rainfall products. We have also pointed out that SMAP’s quality is low in dense-biomass regions, which limits its ability to correct IMERG rainfall. Therefore, the revised manuscript now relies less heavily on this argument to explain key results.

Nevertheless, the tendency for marginal data assimilation improvement to decrease as the skill of the background increases is a very well-developed general concept in land data assimilation (Reichle et al., 2008; Qing et al., 2011; Bolten and Crow, 2012; Dong et al., 2019) – and has already been demonstrated for the specific case of using soil moisture to correct rainfall (Crow et al., 2011). In addition, Crow and Ryu (2009) already provided exactly the rigorous analysis requested by the author. That is, using a conceptually equivalent rainfall correction approach and a set of well-controlled synthetic experiments, they examined the impact of baseline precipitation analysis on marginal precipitation skill improvements. Their conclusions (also) clearly demonstrate that rainfall correction margins are degraded by improvements in baseline precipitation skill (i.e., the exact point made here). Finally, while the approaches applied in Table 2 differ slightly, it should be noted that various correction approaches (e.g. the SM2RAIN used by Brocca et al. (2013, 2014) and the SMART approach applied by Crow et al. (2011)) have been inter-compared and found to perform similarly (Brocca et al., 2016), suggesting that their results are fairly cross-comparable (as in Table 2). Therefore, our hypothesis here is supported by a range of earlier studies and a well-demonstrated concept in land data assimilation. We have clarified these points in Section 4.1 in the revised manuscript.
13) Figure 3: Since there is a median correlation improvement difference of only 0.01, can’t we just use EnKF, which is much simpler compared to Ensemble Smoother?

First of all, the EnKS is not really more complicated or computationally demanding than the EnKF. As a result, there is no significant downside to use the EnKS instead of an EnKF. Secondly, since the baseline correlation coefficient of IMERG is already quite good (domain-median correlation coefficient above 0.8 relative to NLDAS-2 reference), it is a relatively difficult task to further improve it, and even small correlation improvements are significant (in the context of remaining unexplained variability). Finally, the correlation improvement achieved by EnKS is also much more obvious in certain parts of the domain (e.g., western end; see Figure 3) compared to that by EnKF, despite the relatively small difference in domain-median improvement.

14) Figure 4: It is understandable that in the case of correcting rainfall at all timesteps, SMART can misinterpret SM retrieval noise as small rainfall corrections. Can this issue be alleviated by considering a threshold of, say 2 mm to classify rain/no-rain and continuously correct the rainfall. This way the SM retrieval noise can still be pushed to zero, and there may some reduction of uncertainty due to rain/no-rain classification.

We have added a sensitivity analysis as suggested by the reviewer. Specifically, we alter the threshold of classifying IMERGE rain/no rain (this threshold is essentially set to zero in the original manuscript, and SMART only corrects time steps during which rainfall occurs), and observe its impact on the rainfall correction results (i.e., categorical metrics at different rainfall scales as well as correlation improvement and percent RMSE reduction (PER)).

The following figures show the SMART correction results with different rain/no rain thresholds. For categorical metrics (Figure 1), having a rain/no rain threshold of 1 mm/3 hours or 2 mm/3 hours mitigates the issue of worsened POD at small rainfall events comparing to zero threshold, but also removes the (although small) FAR improvement. For mid-range rainfall events, a positive threshold mitigates the issue of worsened FAR as in the zero threshold case, but POD improvement becomes smaller. For larger rainfall events, POD improvement and TS improvement become slightly smaller (i.e., closer to zero) when using a positive rain/no rain threshold (note that the small positive rain/no rain threshold value can be considered as a “larger” rainfall event at some pixels with overall low precipitation, therefore affecting the categorical metrics toward the right side on the categorical metrics plots).

In addition to the categorical metrics, setting the rain/no rain threshold to either 1 mm/3 or 2 mm/3 hours slightly lowers values of correlation coefficient improvement and PER versus the baseline case of applying a rain/no rain threshold of zero accumulation (Figures 2 and 3).
In summary, there is no obvious optimized number for the rain/no rain threshold since there is a trade-off between POD and FAR. Although the overall TS at smaller rainfall events improves with a positive threshold, the correction for larger events, which are what SMART correction is more useful for, slightly worsens. A positive rain/no rain threshold does not benefit correlation coefficient and PER (which are sensitive to both POD and FAR performance). Based on these analyses, we have decided to keep the original analysis in the manuscript to have a zero rain/no rain threshold for SMART correction. We have added this sensitivity analysis to the revised Supplemental Material (and briefly mentioned key results of the analysis in the revised main text).

**Figure 3:** Change in categorical metrics (FAR, POD and TS) before and after SMART correction for 3-hourly, 1-day and 3-day accumulation periods. The left column (panels a, b and c) is the same as in Fig. 4 (right column) in the main text with SMART only correcting IMERG rainfall events with non-zero accumulation. The middle and right columns show the same metrics with SMART only correcting IMERG rainfall for events where accumulation rates exceed thresholds of 1 mm/3 hours and 2 mm/3 hours, respectively.
Figure 4: Correlation coefficient (with respect to the NLDAS-2 reference precipitation) improvement before and after SMART correlation for 3-hourly, 1-day and 3-day accumulation periods. As in Fig. 7, the left column (panels a, b and c) is the same as in Fig. 4 (right column) in the main text with SMART only correcting IMERG rainfall events with non-zero accumulation. The middle and right columns show the same metrics with SMART only correcting IMERG rainfall for events where accumulation rates exceed thresholds of 1 mm/3 hours and 2 mm/3 hours, respectively.
**Figure 5**: Same as Figure 4 above, but for percent RMSE reduction (PER; with respect to the NLDAS-2 reference precipitation). The left column (panels a, b and c) is the same as in Fig. 5 (left column) in the main text.

15) **L: 318** is a speculative statement with no strong analysis.

We have reworded the statement to list the improved rain/no rain detection of IMERG as one possible reason for the success of our tactic.

16) Section 3.1.2: (in alignment with my Comment 12) I think correlation may not be sufficient to conclude on the quality of rainfall product. There can be other forms of error (such as bias), which are not being considered in this analysis.

As mentioned above in Response to Reviewer 2 Major Comment 11, the original manuscript did include both an RMSE analysis (Figure 5, left column) as well as results based on a range of categorical metrics (e.g., POD, FAR and TS – see Figure 4) in the manuscript, with discussion in Section 3.1.2. We have added discussion of their spatial pattern in the revised test.
Overall bias is not designed to be corrected by the SMART algorithm and can therefore not be used as a metric for improvement (we have clarified this in Section 3.1.2).

17) Authors should provide some insights into the spatial patterns in Fig. 5. If median value is all that is needed in the discussion, then what is the need to have such spatial maps?

We have added discussion of the spatial pattern of the rainfall correction as suggested by the reviewer in Section 3.1.2. Specifically, RMSE is reduced more in the eastern part of the domain, which is likely due to the better correction for larger rainfall events (which mostly happen in the east). NENSK maps show that ensemble rainfall tends to be under-dispersed on the west edge of the domain with low rainfall, indicating that we are underestimating rainfall uncertainty in this region.

18) Section 3.2.1: I think there is a need to compare the rainfall products with a third product to get a complete picture of relative errors between the products.

As mentioned above in Response to Reviewer 1 Major Comments, NLDAS-2 precipitation is derived from daily gauge-based rainfall measurements and hourly ground-radar data, and is widely used. As a result, it is expected to be as generally reliable as any other ground-based rainfall product available in the region. Even if NLDAS-2 rainfall is not perfect (as can be seen from our streamflow results), its reliance on gauge observations ensures that it is relatively more reliable than the IMERG (and SMART-corrected) rainfall products considered in this study. Therefore, it provides an adequate benchmark for relative variation in skill and accuracy for these lower-quality products (we have added clarification on these in Section 2.2.4). We do not see any advantages of including an additional product for validation, particularly since that product will (inevitably) not be independent from NLDAS-2 (due to a shared dependence on common rain gauge datasets).

19) There is no discussion regarding Figs. 6 and 7 in the manuscript.

Figures 6 and 7 were discussed in Section 3.2.3 (the impact of VIC parameterization).
20) Fig. 7 Deep Site: Between June and July although there are spikes in the ensemble, why isn’t there a peak in dual corrected time series (which is ensemble-mean)? Also, since these are unregulated catchments, any peak can be attributed to rainfall event. So, if there are spikes in the ensemble during this period, does it mean a) there is an anomalous rainfall or b) the assimilation technique erroneously updated the rainfall during this period? I think these streamflow timeseries should also contain rainfall timeseries to look at where the update is being carried out.

As suggested by the reviewer, we have added rainfall data to the streamflow time series plot (the uncorrected IMERG rainfall (i.e., Figure 6) as well as the SMART-corrected rainfall ensemble (i.e., Figure 7). With the help of these (newly plotted) rainfall time series, the ensemble spikes at the Deep site between June and July (as an example) can be explained as follows:

1) For the spike around early July 2017: IMERG detected a small rainfall event, which correctly corresponded to a small rise in the gauge-observed streamflow. The ensemble of SMART-corrected rainfall is spread around the original IMERG time series without extreme peaks, but there are a few dual-corrected streamflow ensemble members with much-higher-than-observed spikes. This is likely because, given the hydrologic conditions during that time, 1) streamflow has a highly non-linear response to rainfall input in the VIC model, and/or 2) streamflow has a highly non-linear response to the SM state update in the VIC model.

2) For the spike around mid-June: the gauge-observed streamflow showed almost no spike at all while the uncorrected IMERG showed a small rainfall event, which indicates that this may be a false alarm event detected by IMERG. In this case, the few high-flow outlier ensemble members in the dual-corrected streamflow are likely due to both an inaccurate IMERG detection that is not successfully corrected by SMART, and the highly nonlinear response of streamflow to rainfall/SM state.

3) Because of the sometimes highly non-linear response of simulated streamflow to rainfall/state update, we plotted ensemble-median instead of ensemble-mean of the streamflow time series since the ensemble-median is a more stable representation of the “average” behavior of the streamflow ensemble. The ensemble-mean would, as the reviewer pointed out, bias toward a few outliers.
Chikaskia

(a)

Precipitation (mm/day)

Streamflow (thousand cfs)

2017-03 2017-04 2017-05 2017-06 2017-07 2017-08 2017-09

all-time PER(RMSE) = 15.0%
all-time KGE_improve = 0.67
(open-loop KGE = -0.87)
all-time NENS = 1.96

Deep

(b)

Precipitation (mm/day)

Streamflow (thousand cfs)

2017-03 2017-04 2017-05 2017-06 2017-07 2017-08 2017-09

all-time PER(RMSE) = 20.8%
all-time KGE_improve = 0.49
(open-loop KGE = -0.77)
all-time NENS = 2.34

Illinois

(c)

Precipitation (mm/day)

Streamflow (thousand cfs)

2017-03 2017-04 2017-05 2017-06 2017-07 2017-08 2017-09

all-time PER(RMSE) = 17.6%
all-time KGE_improve = 0.50
(open-loop KGE = -1.91)
all-time NENS = 13.78

Legend:

Streamflow panel: USGS observed, Open-loop, Dual-corrected (light color for ensemble)

Precipitation panel: Uncorrected IMERG, Ensemble corrected rainfall
Updated Figure 6. Example time series of streamflow results from the dual correction system. In the lower panel, black line: USGS observed streamflow; magenta line: baseline VIC simulation; light blue lines: ensemble updated streamflow results; solid blue line: ensemble-mean updated streamflow. In the upper panel, orange line: uncorrected IMERG rainfall aggregated to the sub-basin-average; light grey lines: ensemble corrected rainfall. Only part of the simulation period is shown for clear display; however, statistics shown on each panel are based on the entire simulation period (approximately 2.5 years).
Chikaskia

Precipitation (mm/day)

Streamflow (thousand cfs)

2017-03 2017-04 2017-05 2017-06 2017-07 2017-08 2017-09

all-time PER (RMSE) = 10.7%
all-time KGE improve = 0.01
(open-loop KGE = 0.79)
all-time NENS = 2.60

Deep

Precipitation (mm/day)

Streamflow (thousand cfs)

2017-03 2017-04 2017-05 2017-06 2017-07 2017-08 2017-09

all-time PER (RMSE) = 22.0%
all-time KGE improve = 0.25
(open-loop KGE = 0.08)
all-time NENS = 3.64

Illinois

Precipitation (mm/day)

Streamflow (thousand cfs)

2017-03 2017-04 2017-05 2017-06 2017-07 2017-08 2017-09

all-time PER (RMSE) = 14.9%
all-time KGE improve = 0.35
(open-loop KGE = -0.97)
all-time NENS = 34.48

Streamflow panel:  USGS observed  Open-loop  Dual-corrected (light color for ensemble)
Precipitation panel:  Uncorrected IMERG  Ensemble corrected rainfall
Updated Figure 7. Same as Figure 6, but calibrated VIC model parameters.

21) The discussion section is speculative not very convincing. Authors may have to carry out robust analysis to substantiate their findings.

   We have re-organized our results and discussion sections to incorporate all the major comments from reviewers and streamlined our major findings. Specifically:

   1) We have toned down the argument that IMERG has “good quality”, and instead emphasized that the main reason for the smaller rainfall correction results than those found by previous studies is the relatively better quality IMERG compared to older rainfall products.

   2) In addition, we pointed out that SMAP’s quality is low in dense-biomass regions, resulting in underperformed SMART rainfall correction in such regions.

   3) We have emphasized our finding that systematic error accounts for a significant fraction of the total streamflow error, and the systematic error cannot be corrected by Kalman-filter-based data assimilation techniques which aimed solely at reducing zero-mean random errors.

Minor Comments:

22) Figure 4: the x-axis is not explained properly.

   We have added more description of the x-axis in the figure caption.

23) Abstract opens with statement that soil moisture is necessary for accurate streamflow simulations. However, the conclusions are slightly contradictory. Please consider revising the abstract appropriately.

   We have reworded the first few sentences in the abstract. We also would like to point out that soil moisture probably still contains information to help simulate streamflow more accurately, but the findings of this study show that our current satellite measurement and data assimilation techniques are not fully extracting this information.
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Abstract

Soil moisture (SM) measurements contain information about both pre-storm hydrologic states and within-storm rainfall estimates, both of which are essential required inputs for accurate event-based streamflow simulations. In this study, an existing dual state/rainfall correction system is extended and implemented in the 605,000 km² Arkansas-Red River basin with a semi-distributed land surface model. The latest Soil Moisture Active Passive (SMAP) satellite surface SM retrievals are assimilated to simultaneously correct antecedent SM states in the model and rainfall estimates from the latest Global Precipitation Measurement (GPM) mission. While the GPM rainfall is corrected slightly to moderately, especially for larger events, the correction is smaller than that reported in past studies because of the improved baseline quality of the new GPM satellite product. Nevertheless, SMAP-based dual state/rainfall correction is shown to generally improve streamflow, as shown by comparisons with streamflow observations across eight Arkansas-Red River sub-basins. The correction is larger at sub-basins with poorer GPM rainfall and poorer open-loop streamflow simulations. Overall, although the dual data assimilation scheme is able to nudge streamflow simulations in the correct direction, it corrects only a relatively small portion of the total limited by significant systematic errors present in model-based streamflow error. Systematic modeling error accounts for a larger portion of the overall streamflow error, which is estimates that are uncorrectable via standard data assimilation techniques, aimed solely at zero-mean random errors. These findings suggest that we may be reaching a point of diminishing returns for applying data assimilation approaches to correct random errors in streamflow simulations. More substantial streamflow correction would likely require better quality SM observations as well as future research efforts aimed at reducing the systematic error and developing higher quality satellite rainfall products in hydrologic systems.
1. Introduction

Accurate streamflow simulation is important for water resources management applications such as flood control and drought monitoring. Reliable streamflow simulation requires accurate estimates of pre-storm soil moisture (SM) conditions that control the partitioning of infiltration and surface runoff during rainfall events, as well as longer-memory subsurface flow (Freeze and Harlan, 1969; Western et al., 2002; Aubert et al., 2003). Good streamflow simulations also require realistic rainfall time series estimates.

SM measurements, if available, contain information about both antecedent hydrologic states and preceding within-storm rainfall events. With advances in the availability and availability of in-situ and satellite-measured SM products, researchers have started to explore the potential of using SM measurements to improve the estimates of both aspects pre-storm SM and within-storm rainfall. For example, a number of multiple studies have attempted to assimilate SM measurements to improve the representation of antecedent SM states in hydrologic models via Kalman-filter-based techniques (e.g., Francois et al., 2003; Brocca et al., 2010, 2012; Wanders et al., 2014; Alvarez-Garreton et al., 2014; Lievens et al., 2015, 2016; Massari et al., 2015; Mao et al., 2019). Other studies have explored approaches to using the use of SM measurements to back-calculate within-storm rainfall or to correct existing rainfall time series products (e.g., Crow et al., 2011; Chen et al., 2012; Brocca et al., 2013; Brocca et al., 2014; Brocca et al., 2016; Koster et al., 2016).

In the recent past decade, so-called dual state/rainfall correction systems have been implemented that combine both the SM state-update and rainfall correction schemes to optimally improve streamflow simulations (e.g., Crow and Ryu, 2009; Chen et al., 2014; Alvarez-Garreton et al., 2016). Specifically, SM measurements (typically from satellite observation) are used to simultaneously update model states and correct a rainfall product (also the typically satellite-observed) rainfall time series product used to force the model. The updated antecedent states and corrected rainfall are then combined as inputs into a hydrologic model to produce an improved streamflow simulation (see Fig. 1 for illustration of the dual correction system). Past studies have suggested that such systems generally outperform either state-update-only or rainfall-correction-only schemes (Crow and Ryu, 2009; Chen et al., 2014; Alvarez-Garreton et
al., 2016), with the rainfall correction contributing more during high-flow events and the state
updating contributing more during low flow periods (also see Massari et al., 2018).

While these past studies had encouraging findings, they applied the dual correction
system only to catchment-scale, lumped hydrologic models. In this study, a semi-distributed land
surface model, the Variable Infiltration Capacity (VIC) model, is implemented instead. The VIC
model, compared to the previous lumped models, includes a more detailed representation of both
energy and water balance processes (Liang et al., 1994; Hamman et al., 2018). The macroscale
grid-based VIC also better matches the true spatial resolution of satellite SM measurements and
provides a means for correcting large-scale streamflow analysis. In addition, earlier dual
correction studies used previous-generation satellite products such as the Advanced
Scatterometer (ASCAT) satellite SM data, the Soil Moisture Ocean Salinity (SMOS) satellite
SM data and the Tropical Rainfall Measuring Mission (TRMM) precipitation data. Here, we use
newer data products from the more recent Global Precipitation Measurement (GPM) mission
(Hou et al., 2014) and the NASA Soil Moisture Active Passive (SMAP) mission (Entekhabi et
al., 2010). Both the SMAP and GPM products provide near-real-time measurements over much
of the global land surface, making them especially useful for regions with scarce in-situ
based rainfall and SM observations.

The main objective of this study is to assess the effectiveness of such a dual correction
system to improve streamflow simulations using the latest recent satellite SM and precipitation
products. To address this main objective, we introduced a number of methodological
advances. Specifically, we 1) extended the system to provide a probabilistic streamflow estimate
via ensemble simulations (simulation and analysis techniques (note that past studies focused
solely on deterministic improvement), 2) updated the rainfall correction scheme to take full
advantage of the higher accuracy and higher temporal resolution of the newer satellite data
products, and 3) investigated the potential cross-correlation of errors in the dual system and
validated, thus validating the theoretical correctness basis of the analysis system design. These
methodological contributions will be presented throughout the paper.

The remainder of this paper is organized as follows. Section 2 describes the dual
correction system and our novel methodological contributions, as well as the study domain,
hydrologic model, and datasets used. Results are presented in Sect. 3. Section 4 discusses a few
remaining issues, our results and takeaways from the study identifies lessons learned, and Sect. 5 summarizes our conclusions.

**Figure 1.** The dual state/rainfall correction framework applied in this study. Satellite-based soil moisture (SM) data is integrated into a hydrological simulation system via two correction schemes: 1) a standard data assimilation system to correct modeled SM states (shown in the red box on the left), and 2) a rainfall correction algorithm to correct rainfall forcing data (shown in the blue box on the right). Finally, these two contributions are combined to improve streamflow simulations (shown in the black box at the bottom).

2. Methods

2.1. Study domain

The dual state/rainfall correction system is applied in the Arkansas-Red River basin (approximately 605,000 km²) located in the south-central United States (Fig. 2). This basin consists of the Arkansas River and the Red River, both converging eastward into the Mississippi.
River. This domain has a strong climatic gradient and is wetter in the east and drier in the west (Fig. 2). The basin experiences little snow cover in winter except for the mountainous areas along its far western edge. Vegetation cover tends to be denser in the east (deciduous forest) than in the west (wooded grassland, shrubs, crops and grassland).
Figure 2. The Arkansas-Red River basin with climatology-averaged annual precipitation (calculated from NLDAS-2 precipitation data over 1979-2017). The pink shaded areas show the upstream sub-basins of the eight USGS streamflow sites evaluated in this study, with basin numbers labeled on the plot (see Table 1 for basin numbers and corresponding sites).

2.2. Data

2.2.1. SMAP satellite SM data

The SMAP mission provides SM estimates for the top 5 centimeters of the soil column, with an average revisit time of 2-3 days, a resolution of 36 km and a 50-hour data latency. Both ascending (PM) and descending (AM) retrievals from the SMAP L3 Passive product data Version 4 (O’Neill et al., 2016) from March 31, 2015 to December 31, 2017 were used in this study. A few SMAP pixels with obvious quality flaws (i.e., near-constant retrieval values) were manually masked out. The internal quality flags provided by the SMAP mission were not applied in this study to preserve the measurements in the eastern half of the domain, where the data quality of the entire region is flagged as unrecommended due to relatively heavy vegetation cover. The native 36-km SMAP retrievals were used throughout the study without spatial remapping or temporal aggregation.

2.2.2 GPM satellite precipitation data

The Integrated Multi-satellitE Retrievals for GPM (IMERG) Level 3 Version 05 Early Run precipitation data was used in this study (Huffman et al., 2018). IMERG merges multiple satellite observations and provides a near-global precipitation product with a spatial resolution of 0.1º (Huffman et al., 2015). We used the “Early Run” version of this product since its short latency (4 hours) makes it suitable for near-real-time data assimilation applications. However, this short latency also prevents correction of the IMERG “Early Run” product using ground-based rain gauge observations. We aggregated the original 30-minute IMERG precipitation product to our 3-hourly modeling timestep and remapped it onto our 1/8º model spatial resolution.

2.2.3. Other meteorological forcing data
Other than precipitation, the VIC model requires air temperature, shortwave and longwave radiation, air pressure, vapor pressure and wind speed as forcing inputs. These variables were obtained from the 1/8º gridded North American Land Data Assimilation System Phase 2 (NLDAS-2) meteorological forcing data product (Xia et al., 2009). We aggregated the original hourly NLDAS-2 meteorological variables to the 3-hourly modeling timestep.

### 2.2.4. Validation data

Daily streamflow data at eight USGS streamflow sites in the study domain (USGS, 2018) was used to evaluate the streamflow time series from the dual correction system (Fig. 2 and Table 1). These eight sites were selected for their lack of human regulation and their dense rain gauge coverage (Crow et al., 2017). We separately evaluated the rainfall correction scheme, in which the gauge-informed NLDAS-2 precipitation data was treated as the benchmark. The NLDAS-2 precipitation data was based on daily gauge-based rainfall measurements that were disaggregated into hourly intervals using ground-based weather radar (Xia et al., 2012). NLDAS-2’s reliance on gauge observations to obtain daily rainfall accumulations ensures that it is more reliable (in a relative sense) than the remote-sensing-only “Early Run” IMERG products used in this study. Consequently, it provides an adequate evaluation benchmark for subsequent attempts to correction IMERG.

### 2.3. Hydrologic modeling

We used Version 5 of the VIC model (Liang et al., 1994; Hamman et al., 2018). VIC is a large-scale, semi-distributed model that simulates various land surface processes. In this study, the VIC model was implemented in the Arkansas-Red River basin with the same setup as in Mao et al. (2019). Specifically, the model was set up at 1/8º spatial resolution with each grid cell further divided into multiple vegetation tiles via statistical distributions. Each grid cell was simulated by VIC separately using a soil column discretized into 3 vertical layers (with domain-average thicknesses of 0.10 m, 0.40 m and 0.93 m, respectively). Runoff in VIC, runoff can be generated by fast-response surface runoff and by slow-response runoff from the bottom soil layer. All vegetation cover and soil property parameters in the model were taken from Maurer et
al. (2002), which were calibrated against streamflow observations at the most downstream outlet of the combined Arkansas and Red River basins. The simulation period was from March 2015 to December 2017 when both the SMAP and GPM products are available. The VIC model was spun-up by running the period 1979-2015 twice using NLDAS-2 forcing.

The local runoff simulated by VIC at each grid cell was routed through the stream network using the RVIC routing model (Hamman et al., 2017), which is an adapted version of the routing model developed by Lohmann et al. (1996, 1998).

2.4. The dual correction system

In this section, we describe our methodological updates to the rainfall correction scheme, followed by a description of the state update scheme. Next, we describe how the two schemes are combined to produce the final ensemble streamflow analysis.

2.4.1. The SMART rainfall correction scheme updates and adaption

The Soil Moisture Analysis Rainfall Tool (SMART) rainfall correction algorithm (Crow et al., 2009; 2011; Chen et al., 2012) is based on sequential assimilation of SM measurements into a simple Antecedent Precipitation Index (API) model:

$$API_t = \gamma API_{t-1} + P_t$$

where \( t \) is a timestep index; \( P \) is the original IMERG precipitation observation; [mm]; and \( \gamma \) is a unitless loss coefficient. We implemented a 3-hourly version of SMART (instead of the daily version in past studies) to receive the 3-hourly IMERG rainfall input and both the ascending (PM) and descending (AM) SMAP retrievals at the correct time of day. We also extended the ensemble Kalman filter (EnKF) version of SMART introduced by Crow et al. (2011) to an ensemble Kalman smoother (EnKS), in which the API state is not only updated at timestep times when SMAP is available, but also updated during measurement gaps (see Supplemental Material Sect. S1 for mathematical details of the SMART EnKS approach). We set \( \gamma \) to 0.98 [3-hours^{-1}] such that the un-corrected API time series approximately captures the dynamics of SMAP retrievals (i.e., with high correlation); see Sect. S3 in Supplemental Material for a sensitivity analysis on \( \gamma \). SMAP was rescaled to the API regime.
through cumulative distribution function (CDF) matching over the 2.5-year simulation period prior to assimilation. CDF matching was performed separately for SMAP AM and PM retrievals to account for their mutual systematic differences.

The SMART algorithm then uses the API increment, \( \delta_t \), to estimate the rainfall correction amount via a simple linear relation. We implemented an ensemble rainfall correction rather than the single deterministic rainfall correction used in past SMART applications:

\[
P_{\text{corr},t}^{(j)} = P_{\text{pert},t}^{(j)} + \lambda \delta_t^{(j)}
\]  

(2)

where the superscript \((j)\) denotes the \(j\)th ensemble member (ensemble size \( M = 32 \)); \( P_{\text{corr},t}^{(j)} \) is the corrected precipitation for time \( t \); \( P_{\text{pert},t}^{(j)} \) is the perturbed IMERG precipitation; and \( \lambda \) is a scaling factor that linearly relates API increment to rainfall correction, which was set to a domain-constant of 0.1 [-] (see Supplemental Material Sect. S2S4 for discussion on the choice of \( \lambda \)). We applied the rainfall correction only at timesteps when the original IMERG rainfall observation was non-zero, taking advantage of the enhanced rain/no rain detection accuracy of IMERG \cite{Gebregiorgis2018}. This tactic mitigates the degradation/spurious introduction of the low intensity rainfall estimates during low-rainfall timesteps introduced by SMART \cite{Crow2009, Crow2011}. Finally, following Crow et al. (2009; 2011), negative \( P_{\text{corr},t} \) values were set to zero, and the final corrected precipitation time series was multiplicatively rescaled to be unbiased over the entire simulation period against the original IMERG estimates, \( \text{so that the long-term mean of the IMERG rainfall time series was preserved} \).

In this study, the SMART algorithm was run at each of the 36-km SMAP pixels individually. The original 0.1\(^\circ\) IMERG product was remapped to the coarser 36-km resolution prior to SMART, and the corrected 36-km rainfall was then downscaled to the VIC 1/8\(^\circ\) modeling resolution. In our implementation of an EnKS-based SMART system, the original IMERG precipitation was multiplicatively perturbed by log-normally distributed noise with mean and standard deviation equal to one. SMAP measurement error ranges from 0.03 to 0.045 m\(^3\)/m\(^3\) across the domain, which was estimated from the SMAP ground validation studies \cite{Colliander2017, Chan2017}, and its spatial distribution was set to be proportional to leaf area index (LAI) (denser vegetation cover corresponds to larger SMAP error). The API state was directly perturbed by zero-mean Gaussian noise to represent API
model error. The perturbation variance was set to 0.3 mm$^2$ over the entire domain such that the normalized filter innovation has variance of approximately one (which is a necessary condition for the proper error assumptions in parameterization of a Kalman filter; see Mehra (1971) and Crow and Bolten (2007)). See Supplemental Material Sect. S1 for mathematical details of these. The SMAP measurement error and the state perturbation variance are the two primary variables impacting innovation statistics. Since we had a relatively good estimate of the measurement error assumptions, the state perturbation level can be uniquely determined via an analysis of normalized innovation variances (Crow and van den Berg, 2010).

2.4.2. State updating via EnKF

As illustrated in Fig. 1 (the red box on the left), the SMAP SM retrievals were also assimilated into the VIC model to update model states using the EnKF method. The EnKF implementation in this study generally follows Mao et al. (2019). Specifically, a 1D filter was implemented for each 36-km SMAP pixel separately and at each pixel SMAP was assimilated to update the SM states of multiple underlying finer 1/8° VIC grid cells. Resolution differences between the coarser assimilation observations and finer modeling grid were accounted for via the inclusion of a spatial averaging step within the observation operator (Mao et al., 2019). Following Lievens et al. (2015; 2016) and Mao et al. (2019), only the upper two layers of SM states in VIC were updated during the EnKF (following Lievens et al. (2015; 2016) and Mao et al. (2019)), although the bottom layer SM does respond to the update of the upper two layers through drainage. (see Sect. S2 in Supplemental Material for mathematical details of the EnKF implemented here). An ensemble of 32 Monte Carlo model run replicates was used to represent the probabilistic estimate of corrected SM states for the EnKF.

The SMAP retrievals were rescaled (separately for AM and PM retrievals) to match the 2.5-year mean and standard deviation of the VIC-simulated surface-layer SM time series prior to assimilation. The error statistics ofIMERG precipitation and unscaled SMAP retrievals were assumed to be the same as used those applied in SMART (Sect. 2.4.1). Following Mao et al. (2019), VIC SM states of all three layers were directly perturbed during the EnKF forecast step by zero-mean additive Gaussian noise with a standard deviation of 0.5 mm over the entire study domain (following Mao et al. (2019)), which, This noise represents VIC modeling errors.
uncertainty in VIC’s ability to propagate states estimates forward in time (note that the bottom
layer SM was perturbed, even though not directly updated by EnKF, to create a realistic
ensemble spread for probabilistic estimates of baseflow and, thus, streamflow).

Although VIC modeling errors are likely to contain spatially auto-correlated, we tested
whether accounting for spatial auto-correlation consideration of this improved filter
performance. Since it did not result in significantly better filter performance improve the results,
we did not account for spatial correlation in our case and therefore not implemented here EnKF
implementation. This finding is consistent with Gruber et al. (2015) who described the
limited benefit of a 2-D filter versus a 1-D baseline, when assimilating distributed SM
retrievals into a land surface model. We will further discuss this point in Sect. 4.

2.4.3. Combining the state update and the rainfall correction schemes

The ensemble of updated model states and the corrected rainfall forcing were combined
to produce final streamflow estimates (black box in the bottom of Fig. 1). We first
randomly paired ensemble members of corrected rainfall and updated VIC states and selected 32
such pairs to balance competing considerations of computational cost and statistical stability. For
each pair, the VIC model was re-run with the updated states inserted sequentially over time and
forced by the corrected rainfall. Other meteorological forcings were kept unchanged. The runoff
output from VIC for each pair was then routed to the gauge locations, resulting in an ensemble of
basin-outlet streamflow time series for evaluation. To further separate the relative contribution
of the state update and the rainfall correction schemes to overall streamflow improvement, two
additional streamflow simulations were performed. The first was the “state-updated streamflow”
case, where VIC was re-run with the updated states and forced by the original IMERG
precipitation. The resulting streamflow reflects only the impact of state updating on streamflow
simulations. The second was the “rainfall-corrected streamflow” case, where VIC was forced by
the SMART-corrected rainfall ensemble but without inserting the updated states. The resulting
streamflow reflects only the effect of SMART rainfall correction.

Although the EnKF state update and SMART rainfall correction schemes were
performed separately with no feedback executed independently to each other to mitigate
minimize the risk of cross-correlated error (Crow et al., 2009). In particular, note that VIC state estimates created using SMART forcing – see the black “Hydrologic prediction” box in Fig. 1 – were not fed back into the EnKF state update analysis. Nevertheless, cross-correlated error in (EnKF) state and (SMART) rainfall estimates potentially exists in the dual system may still be present since the two schemes are informed by the same SM measurement data. Such cross-correlated error could potentially be amplified when combining the two schemes and degrading, in turn, degrade the quality of probabilistic streamflow estimates. In fact, due to this concern, Massari et al. (2018) intentionally avoided combining the state and rainfall correction schemes due to this concern. To further investigate this risk, we performed a set of synthetic experiments where we compared probabilistic streamflow estimates obtained via the following two scenarios: 1) a single set of synthetically generated SM measurements were assimilated into the state and rainfall correction schemes, mimicking the real original dual correction system; 2) two separate sets of SM measurements with mutually independent errors were assimilated separately into the two schemes, thereby explicitly avoiding error cross-correlation in the system. Results show that the two scenarios achieve very similar streamflow correction performance. This suggests that it is safe to assimilate a single SM measurement product into both schemes without significantly degrading the final streamflow performance (see Sect. S3 and, therefore, minimal risk of degraded streamflow estimates (see Sect. S5 in Supplemental Material).

2.5. Evaluation strategies and metrics

We evaluated the rainfall correction results in addition to the dual-corrected streamflow results in terms of both deterministic and probabilistic metrics.

The 1/8° gauge-informed NLDAS-2 precipitation data was remapped to the 36-km SMART resolution grid as the benchmark for evaluating rainfall. Deterministically, the ensemble-mean SMART-corrected rainfall was compared to the original IMERG precipitation (remapped to 36 km), and its improvement was evaluated in terms of: 1) time series correlation coefficient (r) of time series; 2) percent error reduction (PER) in terms of the root-mean-squared error (RMSE); 3) categorical skill metrics, including false alarm ratio (FAR), probability of detection (POD) and threat score (TS) (Wilks, 2011; Crow et al.,
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2011; Chen et al., 2012; Brocca et al., 2016). Probabilistically, the normalized ensemble skill (NENSK) was calculated, which measures the ensemble-mean error normalized by ensemble spread:

\[ NENSK = \frac{ENSK}{ENSP} \] (3)

where the ensemble skill (ENSK) is the temporal mean of ensemble-mean squared error, and the ensemble spread (ENSP) is the temporal mean of ensemble variance (De Lannoy et al., 2006; Brocca et al., 2012; Alvarez-Garreton et al., 2014; Mao et al., 2019). Ideally, if an ensemble of time series correctly represents the uncertainty of an analysis, NENSK should be 1, equal to one (Talagrand et al., 1997; Wilks, 2011). NENSK > 1 indicates an under-dispersed ensemble while NENSK < 1 indicates an over-dispersed ensemble. For all metrics, precipitation datasets were aggregated to multiple temporal accumulation periods (the native 3-hour period without aggregation; 1-day; 3-day) for evaluation at different time scales.

The dual-corrected streamflow was evaluated at the outlet of the eight USGS sites showing the rainfall improvement in terms of correlation coefficient \( r \) based on both EnKS- (the left column) compared to EnKF-based (the right column).
implementation of SMART. For EnKF results, both $\delta$ and $P$ in Eq. (2) were aggregated to 3-day windows prior to correction to ensure SM data availability in every correction window. (and the 3-day correction was subsequently downscaled to 3-hour time steps uniformly). Overall, the EnKF implementation results in less improvement than the EnKS overall implementation, which confirms the benefit of applying SMART using a smoothing approach.

The impact of our (previous choice of only correcting) to update rainfall only at non-zero IMERG time steps is demonstrated by the examined domain-median categorical metrics (Fig. 4). When we correct rainfall every time step is corrected time step (Fig. 4 Column 1), FAR is largely degraded (by 0.1 – 0.4) at low rainfall event thresholds especially with shorter accumulation periods (3-hour and 1-day; see Fig. 4a). This is likely due to the issue of SMART misinterpreting SM retrieval noise as small rainfall correction events (Chen et al., 2014). POD is improved at these low thresholds (Fig. 4b), but not enough to compensate for the large FAR degradation. Therefore, TS, which accounts for both false alarms and missed events, is also degraded at low thresholds (by as large as 0.2 at 3-hourly). In contrast, when we only correct rainfall at non-zero IMERG time steps (Fig. 4 Column 2), the FAR degradation is much less (note the different y-axes in the two columns in Fig. 4). While this approach does sacrifice POD at low thresholds (Fig. 4e), the overall TS for 1-day and 3-day aggregation is improved over most of the event thresholds, especially at the higher ones. As mentioned in Sect. 2.4.1, one possible reason for the success of this SMART choice is likely due to the improved rain/no rain detection quality of the baseline IMERG precipitation product, which was found to have superior miss-rain, false-rain and hit rate relative to older TRMM TMPA-RT products over the Continental U.S. (Gebregiorgis et al., 2018). It is thus more beneficial to retain the IMERG’s rain/no rain detection than skill and not subject it to SMART-based correction.

With regards to binary rain/no-rain determination, one strategy for mitigating FAR problems is to arbitrarily set a (greater than zero) minimum accumulation threshold that must be exceeded for an event to be registered. To this end we carried out a sensitivity analysis to examine the impact of using a non-zero rain/no rain threshold versus our baseline assumption of a zero threshold. However, this analysis was unable to isolate an optimized threshold value for distinguishing rain/no rain cases. Instead, a continuous trade-off exists between POD and FAR at
different rainfall thresholds. However, a zero rain/no rain threshold does appear slightly beneficial for PER and the correlation coefficient improvement (see Sect. S6 in Supplemental Material).

3.1.2. Rainfall correction evaluation

After rainfall correction at 1-day and 3-day accumulation periods, PER exhibits a domain-median error reduction of ~8% (Fig. 5 Column 1). The PER improvement is consistent with the improvement of the categorical metrics at high-event thresholds (Fig. 4 Column 2), since PER is more sensitive to high rainfall values. Three-hourly PER shows little improvement (Fig. 5a), suggesting that the deterministic correction is more effective at an accumulation period that more closely matches the SMAP retrieval interval. The same finding can also be drawn from the correlation and categorical results (Fig. 3 Column 2 and Fig. 4 Column 2).

Overall, SMART improves the IMERG rainfall product, but the improvement is generally smaller than found in previous SMART studies, especially in terms of correlation $r$ (domain-median improvement of 0.01 to 0.02). The relatively smaller improvement is likely due to the improved accuracy of the baseline IMERG precipitation product. Table 2 summarizes the past SMART studies in literature, including the baseline and benchmark rainfall products, the SM product assimilated, baseline correlation $r$ and its improvement, and baseline RMSE and its reduction (PER). Over the past decade, the quality of the baseline satellite-derived rainfall product has improved considerably, from TRMM 3B40 RT used in Crow et al. Overall, the correlation coefficient improves more in the western part of the domain, which is likely attributable to the better quality of SMAP retrievals in the lightly vegetated western portion of the basin. However, RMSE is reduced more in the eastern part of the domain, which is likely due to the increased frequency of large rainfall events in this region, and SMART’s tendency to be more effective for the correction of moderate-to-large precipitation events. Note that SMART rainfall correction cannot be evaluated in terms of overall bias, since – like all SM data assimilation systems - the SMART algorithm rescales the corrected time series back to the uncorrected mean prior to its evaluation (2009) and Crow et al. (2011) with $r = 0.5$, to TRMM 3B42 RT used in Brocca et al. (2016) with $r = 0.6$–0.7, to IMERG used in our study with $r$ over 0.8. Gebregiorgis et al. (2018) also used a direct comparison study to show the improved accuracy of IMERG relative to TRMM over the Continental U.S. in terms of correlation, RMSE,
bias and categorical metrics. The marginal value of SMART is known to decrease as a function of increased baseline rainfall accuracy (Crow et al., 2011). Although SMAP presumably provides more reliable SM measurements than the older satellite SM products used in previous SMART applications, its benefit does not appear sufficient to substantially correct the current generation of satellite-derived rainfall products. The high correlation may also be approaching that of the NLDAS-2 rainfall benchmark (which itself does not have perfect accuracy), thus undermining our ability to detect improvements in SMART rainfall estimates.

Finally, the probabilistic metric NENSK (Fig. 5 Column 2) is less than one for most of the domain at a 3-hour time step, indicating an over-dispersed ensemble on average. However, when evaluating at 1-day and 3-day accumulation periods, NENSK is closer to one, indicating a better representation of the uncertainty of the rainfall estimates. As we aggregate over longer accumulation windows (e.g., 3-day), NENSK becomes slightly greater than one (i.e., under-dispersed ensemble), since the SMART algorithm only assumes only a random rainfall error but no systematic bias and therefore As a result, it slightly underestimates the uncertainty range over longer-term periods. Ensemble rainfall tends to be under-dispersed on the west edge of the domain with low rainfall, indicating that we are underestimating rainfall uncertainty in this region.

In summary, SMART is able to use the successfully uses SMAP SM retrievals to correct IMERG rainfall during relatively larger events, with slight to moderate deterministic improvement. However, SMART correction is less successful for small rainfall events and can even lead to slight degradation. The correction is more effective, and the ensemble representation is better, when rainfall estimates are temporally aggregated to periods consistent with SMAP retrieval intervals (i.e., 1-day to 3-day accumulation periods), while the raw 3-hourly correction is less successful.
Figure 3. Maps of correlation coefficient improvement after SMART rainfall correction. Improvement of correlation with respect to NLDAS-2 benchmark rainfall realized upon implementation of SMART. The left column shows the SMART EnKS experiments (a, b, c), and the right column shows the EnKF experiments (d, e, f). Each row shows results based on different temporal accumulation periods (i.e., 3-hourly, 1-day and 3-day aggregation, respectively). The number on the lower left corner of each subplot shows the domain-median correlation improvement.
**Figure 4.** Change in categorical metrics (FAR, POD and TS) before and after SMART correction for 3-hourly, 1-day and 3-day accumulation periods. Metrics at different event rainfall thresholds are shown on the x axis, e.g., the 80th percentile means that an event is defined as exceeding the 80th percentile of non-zero rainfall accumulation over the listed time accumulation period. The left column (a, b, c) is for SMART with rainfall corrected at all timesteps; the right column (d, e, f) is for SMART with rainfall corrected only at non-zero timesteps. Note that the y-axis range is different for the two columns.
Figure 5. Maps of SMART rainfall correction results (with $\lambda = 0.1$, EnKS, and rainfall corrected only during time steps with non-zero time step rainfall). Each column shows the following metrics, respectively: percent RMSE reduction (PER) ($a$, $b$, $c$), and ensemble NENSK ($d$, $e$, $f$). Each row shows results based on different temporal accumulation period: 3-hourly, 1-day and 3-days, respectively. The number on the lower left corner of each subplot shows the domain-median statistic.

3.2. Streamflow from the dual correction system
3.2.1. Evaluation of streamflow improvement

The final daily streamflow performance from the dual correction system is listed in Table 32 (the “dual” columns) for each sub-basin. Overall, streamflow estimates are improved but with large variability across sub-basins. Specifically, PER ranges from approximately 6% to 34% and KGE improvement ranges from slightly negative to +0.95 across all sub-basins. If using the...
open loop KGE (listed in Table 3) as a measure of For sub-basins with better baseline streamflow performance without any correction, we observe that at sub-basins with better open-loop streamflow simulations ((as measured by KGE, i.e., the Ninnescah, Walnut and Chikaskia, all with positive baseline KGE sub-basins), the relative improvement after the dual correction is generally smaller.

Table 42 also summarizes the streamflow improvement from each of the correction schemes alone (i.e., the “state update only” and “rainfall correction only” columns). For sub-basins with relatively better open-loop model performance (the three with positive KGE as well as the Little Arkansas with slightly negative baseline KGE), the contribution of state updating in general generally surpasses that of rainfall correction. Conversely, at sub-basins with relatively poorer open-loop model performance (i.e., the Bird, Spring, Illinois and Deep sub-basins), streamflow improvement is primarily attributable to the SMART rainfall correction scheme.

3.2.2. Impact of rainfall forcing error

To further understand the relationship between open-loop simulation performance, rainfall forcing error and correction performance, we forced the VIC model by the NLDAS-2 benchmark rainfall (without state update). The subsequent streamflow improvement level is assumed to approximate the maximum improvement achievable by rainfall correction alone (Table 42 “NLDAS2-forced” columns). While almost all sub-basins show an obvious streamflow improvement simply by switching to the NLDAS-2 rainfall forcing, the improvement is larger especially large for sub-basins with poorer open-loop streamflow. For example, at the four sub-basins estimates. In these basins with worse open-loop streamflow, PER is over 65% and the negative open-loop KGE for the open loop case improves to near zero or positive values for the NLDAS-forced case. This suggests that the, despite advances in the quality of remotely sensed rainfall data products, poor open-loop streamflow simulations at these sub-basins are still largely caused by the attributable to poor quality IMERG rainfall forcing. While the state update is still beneficial at these sub-basins. In these basins, the SMARTSM-based rainfall correction scheme is particularly can potentially play an important role in improving VIC streamflow estimates. Unfortunately, this potential is not always realized. Note how the SMART-based rainfall-correction-only case generally fails to match NLDAS-forced case in the Spring, Illinois and
Deep sub-basins (Table 2). This is likely because these basins are located in relatively high biomass areas where SMAP retrievals (and thus SMART corrections) are less accurate.

In contrast, the sub-basins with better open-loop streamflow results (i.e., the Ninnescah, Walnut and Chikaskia sub-basins) demonstrate a reduced capability of less streamflow improvement when switching to the NLDAS-2 rainfall forcing. The sub-basin with best \((\text{IMERGE-forced})\) open-loop streamflow results, Chikaskia, even experiences smaller streamflow improvement when forced by the NLDAS-2 rainfall than when forced by SMART-corrected rainfall (Table 3). One possible reason is the NLDAS-2 benchmark rainfall at this sub-basin is not obviously superior than the IMERG baseline. Therefore, switching to the NLDAS-2 rainfall forcing does not benefit streamflow much, but Nevertheless, SMART is still able to extract information from SMAP and slightly correct IMERG rainfall and subsequent streamflow estimates.

### 3.2.3. Impact of model parameterization

The dual correction scheme presented in this study is designed to only correct the random error existing present in the hydrologic simulation system, but it does not correct systematic error or overall bias. Figure 6 shows example time series of the open-loop, USGS-observed and dual-corrected streamflow at three sub-basins (the Chikaskia, Deep and Illinois) with various levels of open-loop performance. It is readily apparent from the time series that, although the dual system often nudges the simulated streamflow in the correct direction (especially during high-flow periods) and results in overall improved evaluation statistics, obvious systematic error (in the model process representation as well as rainfall forcing) clearly exists. This systematic error, although difficult to quantify, cannot be corrected by the data assimilation approach discussed here. The NENSK statistic partly reflects such systematic error.

NENSK is significantly above one at most sub-basins, indicating an under-dispersed ensemble on average. In other words, at most sub-basins the ensemble spread created by the dual system only represents the random uncertainty around the open-loop streamflow, but not the and neglects systematic error which accounts for a significant fraction of the total streamflow error.

The level of systematic error is tied closely to the quality of the hydrologic model parameters, often estimated through calibration. The VIC parameters used in this study were
taken from Maurer et al. (2002) and derived based on streamflow at the outlets of large basins.

To further examine the effect of systematic error on data assimilation, we instead calibrated the model parameters for the eight sub-basins separately using streamflow acquired from the USGS (Table 1). Specifically, VIC parameters that control infiltration, soil conductivity and baseflow generation as well as the recession rate of the grid-cell-scale unit hydrograph in RVIC were calibrated using the MOCOM multi-objective autocalibration method (Yapo et al., 1998). Basin-constant parameters were calibrated toward USGS streamflow time series during 2015 to 2017 (forced by the baseline IMERG precipitation) to optimize daily KGE and monthly bias. Only a subset of the eight sub-basins were able to achieve better-than-open-loop streamflow results via this traditional calibration method, due mainly to the relatively large IMERG forcing error present in some sub-basins that prevents the calibration scheme incapable of finding an improved parameterization. Figure 7 shows three example sub-basins (i.e., Chikaskia, Deep and Illinois) with relatively good calibration outcomes. Comparing Fig. 6 and 7 to Fig. 7, all three sub-basins exhibit a similar or smaller magnitude of 6, we observe that the streamflow correction after improvement achieved by parameter calibration. While a good calibration itself can (i.e., systematic error reduction) alone is as, or more, important than that achieved by data assimilation (via random error reduction) in all three sub-basins. In both cases (i.e., the default and calibrated VIC parameters), NENSK is significantly improve baseline performance, a poor calibration does not degrade (and sometimes even benefit) the relative added value of the dual correction above one, indicating that we underestimate the streamflow simulation uncertainty when only random errors are considered.
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Figure 6. Example time series of streamflow results from the dual correction system. In the lower panel, black line: USGS observed streamflow; magenta line: baseline VIC simulation; light blue lines: ensemble updated streamflow results; solid blue line: ensemble-mean updated streamflow. In the upper panel, orange line: uncorrected IMERG rainfall aggregated to the sub-basin-average; light grey lines: ensemble corrected rainfall. Only part of the simulation period is shown for clear display. Statistics, however, statistics shown on each panel are based on the entire simulation period (approximately 2.5 years).
Figure 7. Time series of simulated open-loop, corrected and observed streamflow at three example sub-basin outlets with same as Fig. 6, but calibrated VIC model parameters. All lines and notations are the same as in Fig. 6.

4. Discussion

4.1. SMART rainfall correction

Overall, SMART improves the IMERG rainfall product (see Figures 3 to 5); however, the magnitude of improvement is somewhat smaller than that found in previous studies, especially in terms of correlation $r$ (domain-median improvement of 0.01 to 0.02). Table 3 summarizes results from past studies that applied remotely sensed SM to correct rainfall time series. Over the past decade, the quality of the baseline satellite-derived rainfall product has improved considerably, from the TRMM 3B40-RT product used by Crow et al. (2009) and Crow et al. (2011) with $r = ~0.5$, to the TRMM 3B42-RT product used by Brocca et al. (2016) with $r = ~0.6 – 0.7$, to the IMERG product used in our study with $r$ over 0.8. This tendency is confirmed by Gebregiorgis et al. (2018) who demonstrated the improved accuracy of IMERG relative to TRMM over the Continental U.S. in terms of correlation, RMSE, bias and categorical metrics. This improvement is relevant here because the marginal value of data assimilation tends to decrease as the skill of the background land surface model increases (Reichle et al., 2008; Qing et al., 2011; Bolten and Crow, 2012; Dong et al., 2019). Since SMART is fundamentally a data assimilation approach, the added value of its SM-based correction tends to decrease as the accuracy of the baseline product (it is correcting) increases. This tendency, previously noted in Crow and Ryu (2009) and Crow et al. (2011), is clearly illustrated in Table 3. Therefore, large improvement over time in the quality of satellite-based rainfall products appears to have partially undercut the value of SM-based rainfall correction. It should be noted that the SM/rainfall correction algorithms applied in Table 3 differ slightly. However, Brocca et al. (2016) found comparable performance even when inter-comparing very different rainfall correction approaches, suggesting that the various studies listed in Table 3 are relatively inter-comparable.

4.2. Dual correction for streamflow
Although we applied the dual correction system to the entire Arkansas-Red basin, we selected only eight smaller sub-basins for our streamflow evaluation due to the limited availability of unregulated streamflow observations at basin outlets. Additional research is needed to fully investigate the impact of error spatial correlation on downstream streamflow performance before extending our findings to large-scale river systems. Specifically, while a 1-D filter with spatially white model representation error may be appropriate for small-basin correction, ignoring the spatial correlation structure of errors could potentially have a more profound impact on the correction performance at large river outlets where streamflow originates from runoff from a large number of grid cells. A number of While studies have investigated the effects of spatial error patterns in hydrologic data assimilation. For example, Reichle and Koster (2003) investigated the impact of spatial error correlation in the model SM states on its assimilation performance; Gruber et al. (2015) examined the impact of a 2-D filter with spatially autocorrelated error versus a 1-D filter on SM updating quality; Pan et al. (2009) and Pan and Wood (2009, 2010) evaluated the surface SM assimilation performance with VIC by comparing a 1-D filter, a 2-D filter and a multiscale autoregressive filtering approach, as well as considering spatial and temporal structure of precipitation error. However, these studies focused exclusively on the performance of SM simulations. Direct assessment of the impact of spatial error patterns on the routed streamflow results is needed, especially from a probabilistic perspective since the ignorance of spatial error patterns may potentially cause error cancelation at large outlets and therefore incorrect ensemble representation of uncertainty.

Nevertheless, this study leads to a number of valuable insights. We have shown that the dual correction approach is able to correctly nudge generally improved VIC streamflow simulation estimates, especially during relatively high flow events in areas with poor IMERG data. However, the magnitude of this correction is generally small for two was relatively modest. Results in Sect. 3 indicated three general reasons for this. First, the latest generation of satellite rainfall products (e.g., IMERG) has significantly improved precision compared to its predecessors. The already high-quality rainfall estimates are more difficult for SM retrievals to contribute substantial rainfall correction skill. (see discussion in Sect. 4.1 above). Second, the dual correction approach is designed to correct only the zero-mean random error component in the total streamflow error but not systematic error or bias. However, systematic error sources, typically associated with inaccurate model structure and/or parameterization and large rainfall
bias, can account for a significant fraction of overall streamflow error. (Sect. 3.2.3). The existence of systematic error is particularly problematic from a probabilistic perspective, since the ensemble streamflow produced by the dual system only represents random error, and therefore largely underestimates simulation uncertainty. Finally, in certain sub-basins (i.e., the Bird, Spring, Illinois and Deep sub-basins) where VIC streamflow is substantially degraded by random error in IMERG data products, SMART-based dual correction often underperformed due to the reduced accuracy of SMAP-based rainfall correction in eastern areas of the domain with relatively dense biomass (see Fig. 3).

In addition to these factors, additional research is needed to fully investigate the impact of several simplifications applied in the dual correction data assimilation system. For example, the impact of error spatial correlation on downstream streamflow performance should be fully examined before extending our findings to large-scale river systems. Specifically, while a 1-D filter with spatially uncorrelated model representation error may be appropriate for small-basin correction, ignoring the spatial correlation structure of errors could potentially have a more profound impact on the correction performance at large river outlets where streamflow originates from runoff from a large number of grid cells. Multiple studies have investigated the effects of spatial error patterns in hydrologic data assimilation. For example, Reichle and Koster (2003) investigated the impact of spatial error correlation in the model SM states on its assimilation performance; Gruber et al. (2015) examined the impact of a 2-D filter with spatially auto-correlated error versus a 1-D filter on SM updating quality; Pan et al. (2009) and Pan and Wood (2009; 2010) evaluated the surface SM assimilation performance with VIC by comparing a 1-D filter, a 2-D filter and a multiscale autoregressive filtering approach, as well as considering spatial and temporal structure of precipitation error. Given the above considerations, we may be approaching a point of diminishing returns for applying data assimilation techniques that are aimed solely at reducing random error sources in streamflow simulations. This insight provides few recommendations for future research:

1) More sophisticated data assimilation techniques aimed solely at random error sources are unlikely to substantially reduce streamflow error further, since random errors sometimes account for only a relatively small portion of the total error;
However, all these studies focused exclusively on the performance of SM simulations. Direct assessment of the impact of spatial error patterns on the routed streamflow results is needed, especially from a probabilistic perspective since the ignorance of spatial error patterns (and therefore their potential to mutually cancel as runoff is routed through a river network) will lead to an incorrect ensemble representation of streamflow uncertainty.

Another factor that may have limited the dual correction performance, particularly the state updating scheme, is the rescaling of the SMAP retrievals to the VIC top-layer SM regime. Matching a satellite-observed SM product with that represented in a land surface model (LSM) is a necessary pre-processing step in a data assimilation system; however, it has the well-known limitation of neglecting potential bias-correction information contained in the satellite-observed product. While this problem is well-discussed in the literature (see, e.g., Yilmaz et al., 2013; Kumar et al., 2015; Nearing et al., 2018), no robust solutions currently exist. Ideally, the physical source of remote sensing and modelling biases could be isolated and addressed. However, this is very difficult to do in practice. For instance, although SMAP is typically described as measuring the top ~ 5 cm of SM, the actual vertical support depth is unclear and varies nonlinearly as a function of SM and vegetation water content. In addition, the relationship between the top-layer depth and its SM dynamics in an LSM is complex and driven by multiple poorly known model parameters (although, Shellito et al. (2018) found that changing the top-layer depth from 10 cm to 5 cm in the Noah LSM did not significantly affect surface SM dynamics). Therefore, like other existing SM data assimilation applications, we are forced to resort to an ad hoc solution where satellite-based observations are rescaled to match the climatological characteristics of equivalent model products.

Instead, approaches that reduce systematic errors in streamflow simulation are needed. To date this is still a challenging task in large scale hydrologic modeling, since calibration is difficult to perform with limited streamflow data and a large number of distributed parameters. With the availability of the near-global and distributed satellite products such as SMAP and IMERG, more creative methods need to be developed to extract useful information from the large volume of remote sensing observations. For example, characteristics of SM dynamics and its response to rainfall can be directly extracted from the datasets themselves, which can
potentially inform hydrologic model representation. These areas of research are less studied but have the potential to improve hydrologic modeling beyond correcting random errors.

3) It is worthwhile to continue to develop future generation of higher-quality, near-real-time rainfall products, since rainfall plays a dominant role in streamflow simulations and its error is not easily and substantially reduced by the current correction methods that use SM measurement information.

5. Conclusion

In this paper, we applied a dual state/rainfall correction data assimilation system in the Arkansas-Red River basin. Built upon the dual system developed in past studies, we have made several methodological advances. First, we implemented the dual correction system with a more complex semi-distributed land surface model, the VIC model, and applied it in a regional-scale basin. Second, the latest satellite products, the SMAP SM product and the IMERG rainfall product, were incorporated into the system. Third, the existing dual correction algorithm was extended to maximize the use of information contained in the more accurate, and temporally more frequent, satellite data products, and also. Fourth, the SMART approach has been modified to produce an ensemble streamflow product. Fourth to generate probabilistic estimates. Fifth, we confirmed via a formal synthetic experiment that error cross-correlation that potentially exists in the dual correction system does not cause noticeable degradation of streamflow improvement, and the dual correction scheme applied here is optimal.

Our results show that, overall, the SMART algorithm is able to correct IMERG rainfall slightly to moderately, and the correction is more effective during larger rainfall events and at daily to multi-daily time scales. The ensemble produced by the correction scheme represents the rainfall uncertainty relatively well. However, the rainfall correction we achieved is generally smaller than found by previous studies, mainly due to improved quality of the baseline satellite rainfall product over time. In addition, although SMAP arguably also has higher quality than older remotely-sensed SM products, its quality remains relatively low in dense-biomass regions, resulting in reduced rainfall correction via SMART.
Combined with analogous improvement in pre-storm SM states, the relatively small rainfall correction is propagated into VIC and generally results in improved streamflow estimates. However, the improvements found are relatively small and vary greatly between sub-basins. Due to its deleterious impact on SMAP retrieval uncertainty, small improvement is found in sub-basins containing dense biomass. Furthermore, the dual data assimilation system is only designed to correct zero-mean random errors and not systematic errors or bias. However, systematic errors can account for a substantial fraction of the total streamflow error. This results in relatively modest streamflow correction via the Kalman-filter-based correction system and the significant underestimation of uncertainty in VIC streamflow estimates.

Given the above findings, we provide the following recommendations for future research:

1) Higher-quality SM retrievals are necessary to push the current limit of rainfall correction (and, consequently, streamflow correction) especially in areas of dense vegetation.

2) However, even with better SM data quality, data assimilation techniques aimed solely at random error sources are unlikely to substantially reduce streamflow errors in many sub-basins, since random errors often account for only a relatively small portion of the total error. Instead, approaches that reduce systematic errors in streamflow simulation are needed. Our results show that, overall, IMERG rainfall and streamflow are improved to some extent but not substantially via dual correction. For rainfall, the improvement is primarily from the correction of larger events via SMART, while smaller events are slightly degraded. Rainfall correction is more effective at daily to multi-daily time scales than at a 3-hourly scale. The ensemble produced by the correction scheme represents the rainfall uncertainty relatively well at daily to multi-daily scale. For streamflow, the dual correction reduces the random errors in simulated streamflow across the 8 test sub-basins, ranging from near zero improvement to moderate error reduction. Sub-basins with relatively poorer open loop streamflow simulations, due mainly to poor IMERG rainfall forcing quality, exhibit relatively larger correction, and the correction is mainly contributed by the SMART rainfall correction scheme. Sub-basins with relatively better IMERG and open loop streamflow show less relative correction, and the correction is attributable more to state updating. The streamflow ensemble produced by the dual correction system largely underestimates error uncertainty, because the system accounts only for the
random error components and not systematic error (resulting, e.g., from incorrect model structure or parameterization). Finally, we demonstrated that model parameterization errors that commonly exist in large-scale distributed models in general does not degrade (and sometimes actually benefits) the relative added value of the dual correction scheme.

These findings suggest that we are approaching a point of diminishing returns for SM data assimilation techniques aimed solely at the reduction of random errors in simulated streamflow. More sophisticated SM data assimilation techniques may lead to additional marginal improvement, but more substantial streamflow reduction likely require future research efforts on reducing systematic modeling errors via, e.g., innovative ways of achieving better model representation as well as obtaining higher-quality satellite rainfall products.

To date, this is still a challenging task in large-scale hydrologic modeling, since robust calibration is difficult to achieve with limited streamflow data and many distributed parameters. With the availability of the near-global and distributed satellite products such as SMAP and IMERG, more creative methods are needed to extract useful information from the large volume of remote sensing observations. For example, the characteristics of SM dynamics and its response to rainfall can be directly extracted from the datasets themselves, which can potentially inform hydrologic model representation. These new areas of research have the potential to improve hydrologic modeling beyond the correction of random errors.
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### Table 1. List of USGS streamflow sites used for verification.

<table>
<thead>
<tr>
<th>Basin number</th>
<th>USGS station no.</th>
<th>USGS station name</th>
<th>Short name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>07144200</td>
<td>Little Arkansas River at Valley Center, KS</td>
<td>L Arkansas</td>
</tr>
<tr>
<td>2</td>
<td>07144780</td>
<td>Ninnescah River AB Cheney Re, KS</td>
<td>Ninnescah</td>
</tr>
<tr>
<td>3</td>
<td>07147800</td>
<td>Walnut River at Winfield, KS</td>
<td>Walnut</td>
</tr>
<tr>
<td>4</td>
<td>07152000</td>
<td>Chikaskia River near Blackwell, OK</td>
<td>Chikaskia</td>
</tr>
<tr>
<td>5</td>
<td>07177500</td>
<td>Bird Creek Near Sperry, OK</td>
<td>Bird</td>
</tr>
<tr>
<td>6</td>
<td>07186000</td>
<td>Spring River near Wace, MO</td>
<td>Spring</td>
</tr>
<tr>
<td>7</td>
<td>07196500</td>
<td>Illinois River near Tahlequah, OK</td>
<td>Illinois</td>
</tr>
<tr>
<td>8</td>
<td>07243500</td>
<td>Deep Fork near Beggs, OK</td>
<td>Deep</td>
</tr>
</tbody>
</table>
### Table 2. Review of SMART rainfall correction results in literature along with the results in this study.

<table>
<thead>
<tr>
<th>Literature</th>
<th>Baseline rainfall product</th>
<th>Benchmark rainfall product</th>
<th>SM product</th>
<th>Domain</th>
<th>Accumulation period</th>
<th>Baseline correlation $r$</th>
<th>Improvement $r$</th>
<th>Baseline RMSE (mm)</th>
<th>Improvement RMSE (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crow et al. (2009)</td>
<td>TRMM 3B40RT</td>
<td>CPC-rain gauge analysis</td>
<td>AMSR-E</td>
<td>Southern Great Plain (SMN15)</td>
<td>3-day</td>
<td>~ 0.5</td>
<td>~ +0.2</td>
<td>~ 13.0</td>
<td>~ 15%</td>
</tr>
<tr>
<td>Crow et al. (2011)</td>
<td>TRMM 3B40RT</td>
<td>CPC-rain gauge analysis</td>
<td>AMSR-E</td>
<td>CONUS</td>
<td>3-day</td>
<td>~ 0.55</td>
<td>~ +0.05</td>
<td>~ 11.8</td>
<td>~ 15%</td>
</tr>
<tr>
<td>Chen et al. (2012)</td>
<td>Princeton Global Forcing Dataset</td>
<td>CPC-rain gauge analysis</td>
<td>SMMR, SMM/I, ERS</td>
<td>Global</td>
<td>3-day</td>
<td>~ 0.35</td>
<td>~ +0.15</td>
<td>~ -</td>
<td>-</td>
</tr>
<tr>
<td>Brocca et al. (2016)</td>
<td>TRMM 3B42RT</td>
<td>AWAP rain gauge product</td>
<td>SMOS</td>
<td>Australia</td>
<td>1-day</td>
<td>0.62</td>
<td>+0.01</td>
<td>5.6</td>
<td>7%</td>
</tr>
<tr>
<td>This study</td>
<td>IMERG Early Run</td>
<td>NLDAS-2</td>
<td>SMART-L</td>
<td>Arkansas</td>
<td>1-day</td>
<td>0.80</td>
<td>+0.02</td>
<td>6.1</td>
<td>8%</td>
</tr>
<tr>
<td>This study</td>
<td>IMERG Early Run</td>
<td>NLDAS-2</td>
<td>SMART-L</td>
<td>Arkansas</td>
<td>3-day</td>
<td>0.82</td>
<td>+0.02</td>
<td>11.0</td>
<td>8%</td>
</tr>
</tbody>
</table>
Table 3. Daily streamflow results from the dual correction system for the eight USGS sub-basins shown in Fig. 1. In addition to the deterministic KGE improvement, PER and probabilistic NENS results from the dual system (“dual” columns), the table also lists the open-loop streamflow KGE (“open-loop KGE” column), KGE improvement and PER as a result of state update or rainfall correction scheme alone (“state update only” and “rainfall correction only” columns, respectively), and KGE improvement and PER when forced by the NLDAS-2 benchmark precipitation without state update (“NLDAS-2 forced” column).

<table>
<thead>
<tr>
<th>Basin</th>
<th>Open-loop KGE</th>
<th>KGE improvement</th>
<th>PER</th>
<th>NENS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dual</td>
<td>State update</td>
<td>Rainfall correction</td>
<td>NLDAS2 forced</td>
</tr>
<tr>
<td>L. Arkansas</td>
<td>-0.12</td>
<td>+0.17</td>
<td>+0.23</td>
<td>+0.01</td>
</tr>
<tr>
<td>Ninnescah</td>
<td>0.25</td>
<td>+0.15</td>
<td>+0.06</td>
<td>+0.16</td>
</tr>
<tr>
<td>Walnut</td>
<td>0.54</td>
<td>-0.02</td>
<td>-0.03</td>
<td>+0.03</td>
</tr>
<tr>
<td>Chikaskia</td>
<td>0.67</td>
<td>+0.07</td>
<td>+0.05</td>
<td>+0.02</td>
</tr>
<tr>
<td>Bird</td>
<td>-1.49</td>
<td>+0.95</td>
<td>+0.58</td>
<td>+0.63</td>
</tr>
<tr>
<td>Spring</td>
<td>-3.64</td>
<td>+0.83</td>
<td>+0.65</td>
<td>+0.33</td>
</tr>
<tr>
<td>Illinois</td>
<td>-1.91</td>
<td>+0.50</td>
<td>+0.36</td>
<td>+0.26</td>
</tr>
<tr>
<td>Deep</td>
<td>-0.77</td>
<td>+0.49</td>
<td>+0.39</td>
<td>+0.37</td>
</tr>
</tbody>
</table>
## Table 3. Review of SMART rainfall correction results in literature along with the results in this study.

<table>
<thead>
<tr>
<th>Literature</th>
<th>Baseline rainfall product</th>
<th>Benchmark rainfall product</th>
<th>SM product</th>
<th>Domain</th>
<th>Accumulation period</th>
<th>Baseline correlation</th>
<th>r improvement</th>
<th>Baseline RMSE (mm)</th>
<th>PER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crow et al. (2009)</td>
<td>TRMM 3B40RT</td>
<td>CPC rain gauge analysis</td>
<td>AMSR-E</td>
<td>Southern Great Plain</td>
<td>3-day</td>
<td>-0.5</td>
<td>+0.2</td>
<td>13.0</td>
<td>~30%</td>
</tr>
<tr>
<td>Crow et al. (2011)</td>
<td>TRMM 3B40RT</td>
<td>CPC rain gauge analysis</td>
<td>AMSR-E</td>
<td>CONUS</td>
<td>3-day</td>
<td>~0.55</td>
<td>~ +0.05</td>
<td>11.8</td>
<td>~15%</td>
</tr>
<tr>
<td>Chen et al. (2012)</td>
<td>Princeton Global Forecast Dataset</td>
<td>CPC rain gauge analysis</td>
<td>SMMR, SMM/I, ERS</td>
<td>Global</td>
<td>10-day</td>
<td>~0.35</td>
<td>~ +0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brocca et al. (2016)</td>
<td>TRMM 3B42RT</td>
<td>AWAP rain gauge product</td>
<td>SMOS</td>
<td>Australia</td>
<td>1-day</td>
<td>0.62</td>
<td>+0.01</td>
<td>5.6</td>
<td>7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5-day</td>
<td>0.71</td>
<td>+0.02</td>
<td>14.9</td>
<td>14%</td>
</tr>
<tr>
<td>This study</td>
<td>IMERG Early Run</td>
<td>NLDAS-2</td>
<td>SMAP L3 Passive</td>
<td>Arkansas - Red</td>
<td>1-day</td>
<td>0.80</td>
<td>+0.02</td>
<td>11.0</td>
<td>8%</td>
</tr>
</tbody>
</table>
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S1. The ensemble Kalman smoother (EnKS) version of the Soil Moisture Analysis Rainfall Tool (SMART)

The Soil Moisture Analysis Rainfall Tool (SMART) is a rainfall correction scheme developed and updated by Crow et al. (2009; 2011) and Chen et al. (2012). It is based on sequential assimilation of soil moisture (SM) measurements into a simple Antecedent Precipitation Index (API) model to obtain SM increments, and then linearly relates these increments to rainfall accumulation errors. In the study we extended the ensemble Kalman filter (EnKF) version of SMART developed by Crow et al. (2011) to an ensemble Kalman smoother (EnKS) version with probabilistic rainfall estimates.

Following Crow et al. (2009; 2011), the API model is used to capture the response of moisture storage (represented by the API state) to rainfall input:

\[ API_t = \gamma API_{t-1} + P_t \]  \hspace{1cm} (S1)

where \( t \) is a time step index; \( P \) is the original uncorrected precipitation observation [mm] and \( \gamma \) is a loss coefficient (dimensionless) that accounts for storage loss through evaporation, drainage, etc. In the ensemble version of SMART (Crow et al., 2011), Eq. (S1) is converted to:

\[ API_t^{(i)} = \gamma API_{t-1}^{(i)} + \eta^{(i)} P_t + \sigma^{(i)} \]  \hspace{1cm} (S2)
where the superscript \((j)\) denotes the \(j\)th ensemble member; \(\eta\) is multiplicative noise with mean 1 added to the observed precipitation to represent random precipitation forcing error; and \(\omega\) is zero-mean Gaussian noise to represent random API model structure and parameterization error.

The API state can be related directly to SM content via rescaling (Crow et al., 2009). The rescaled SM measurement, \(\theta\), can therefore be assimilated to update the API states via the standard EnKS technique both at the measurement time step and during the data gap before the measurement time step. Mathematically, if two adjacent measurements come in at time \(k\) and time \(m\) with \(m – k \geq 1\), then the measurement at time \(m\) is used to calculate the gain \(K\) and API increment \(\delta\) for each time step \(i\) at time step \(m\) as well as during the gap (i.e., \(k < i \leq m\)):

\[
K_i = \frac{T_i}{T_m + R_m}
\]  

(S3)

and

\[
\delta^{(0)} = \text{API}_{i^{(0)}}^{(0)} – \text{API}_{i^{(0)}}^{(0)} = K_i(\theta^{(0)}_{i^-} + \kappa_{m}^{(0)} – \text{API}_{i^{(0)}}^{(0)})
\]  

(S4)

where \(K\) is the Kalman gain; \(T_{im}\) is the covariance matrix between API states at time \(i\) and \(m\); \(R\) is the measurement error variance for the rescaled SM measurements; the superscript \((j)\) denotes the \(j\)th ensemble member; the superscripts “-” and “+” denote API states before and after an update, respectively; and \(\kappa\) is zero-mean Gaussian noise added to represent the random SM measurement error. \(T_{im}\) is calculated as:

\[
T_{im} = \frac{1}{M-1} \sum_{j=1}^{M} (\text{API}_{i^j}^{(0)} – \overline{\text{API}}_{i^-}) (\text{API}_{i^j}^{(0)} – \overline{\text{API}}_{i^-})
\]  

(S5)

where \(M\) is the ensemble size; \(\overline{\text{API}}_{i^-}\) is the ensemble-mean API states before update.

The SMART algorithm then uses ensemble-mean API increment \(\delta\) to estimate the rainfall correction amount via a simple linear relation. We extended this relation to produce an ensemble of corrected rainfall time series (instead of the single rainfall estimates in past studies) where each ensemble member of the perturbed rainfall time series is corrected by the corresponding member of \(\delta\).
\[ [P_{corr}^0]_i = [\eta^0 P^0]_i + \lambda [\delta^0]_i \] (S6)

where “[ ]” denotes temporally aggregated \( P \) or \( \delta \) (in the SMART study in this paper, this window was set to the 3-hour native SMART timestep without aggregation); \( l \) is the new time index for the aggregated windows; and \( \lambda \) is a scaling factor that can either be calibrated or set to a prescribed constant. Finally, negative \( P_{corr} \) resulted from Eq. (S6) are reset to zero, and the final corrected precipitation time series is (multiplicatively) rescaled to be unbiased over the entire simulation period toward the original precipitation observation time series.

**S2. Mathematical details of ensemble Kalman filter (EnKF) in the state update scheme**

The ensemble Kalman filter (EnKF) method is a commonly used data assimilation (DA) techniques in hydrology. The EnKF technique applied in this study directly follows Mao et al. (2019). Below will briefly review its mathematical details.

The EnKF algorithm was applied to each SMAP pixel individually. The EnKF method is based on a propagation model and a measurement model:

\[
x_{k+1} = f(x_k, u_k) + \omega_k
\] (S7)

\[
\tilde{y}_k = H x_k + v
\] (S8)

where subscript \( k \) is a discrete time index; \( x \) is a column vector of model states to update (the column vector length is the total number of state variables to update), which, in our application, is top-layer VIC-simulated SM estimates in every finer-resolution VIC grid cell that is associated with a SMAP pixel; \( u \) is model meteorological forcing, in our context rainfall; \( f() \) is a land surface model that propagates states to the next time step, in our context the VIC model; \( \omega \) lumps together modeling errors during propagation from various sources including forcing data error, model structure error and parameterization error; \( \tilde{y} \) is measurement data, in our context surface SM measurements, i.e., \( \tilde{y} = SM_{i}^{obs} \) where \( SM_{i}^{obs} \) is the SMAP observation at its native coarser resolution; \( H \) is an observation operator that relates model states \( x \) to measurements \( \tilde{y} \) in our context.
context the areal-averaged first-layer SM state from the multiple VIC grid cells; and \( v \) is random measurement error.

In a standard EnKF, an ensemble size of \( N \) model replicates is propagated and updated sequentially over time in the following way:

1) An ensemble of initial model states is first generated by perturbing the initial deterministic model states (all three VIC SM layers in our context) to represent initial state error;

2) For each ensemble member, the land surface model is run until the next measurement time with perturbed meteorological forcing to represent forcing error. Model states are directly perturbed as well (again, all three VIC SM layers) to represent random errors from model structure and parameterization;

3) Once an observation time is reached, the Kalman gain \( K \) is calculated as:

\[
K_k = P_k H^T \cdot (HP_k H^T + R)^{-1}
\]  
(S9)

where \( R \) is the measurement error variance, and the forecast state error covariance matrix \( P_k \) is estimated by sampling across the propagated ensemble states:

\[
P_k = \frac{1}{N-1} \sum_{j=1}^{N} (\hat{x}_{j}^{(k)} - \bar{x}) (\hat{x}_{j}^{(k)} - \bar{x})^T
\]  
(S10)

where \( \hat{x}_{j}^{(k)} \) is the propagated state vector at time \( k \) for the \( j \)th ensemble member, and \( \bar{x} \) is the mean of \( \hat{x}_{j}^{(k)} \) across all ensemble members;

4) Following the calculation of \( K \), each ensemble member of states (only the first and second VIC SM layers from the top) is individually updated as:

\[
\hat{x}_{k}^{(j)} = \hat{x}_{k}^{(j)} + K_k \cdot (\hat{y}_{k}^{(j)} - \hat{y}_{k}^{(j)})
\]  
(S11)

where \( \hat{y}_{k}^{(j)} \) is the simulated measurement at time \( k \) for the \( j \)th ensemble member, i.e.,

\[
\hat{y}_{k}^{(j)} = H \hat{x}_{k}^{(j)} + v_{k}^{(j)}
\]

is random noise added to represent measurement error whose error statistic is consistent with \( R \) in Eq. (S9).
S3. The sensitivity of the SMART rainfall correction performance to the $\gamma$ parameter

The unit-less $\gamma$ parameter in Eq. (1) in the main manuscript was tuned such that the API model (approximately) optimally captured the SM dynamic observed by SMAP. We further carried out a sensitivity analysis of the rainfall correction performance to $\gamma$. Specifically, we varied $\gamma$ to see its impact on the correlation coefficient improvement and percent RMSE reduction (PER). Figures S1 and S2 show the domain-median of both evaluation metrics, respectively, after correction at different $\gamma$ values (in the manuscript, $\gamma = 0.98$ was used). We see that around our chosen value $\gamma = 0.98$, the sensitivity of rainfall correction performance to $\gamma$ is relatively small, and $\gamma = 0.98$ results in optimal PER when evaluating SMART results at 1-day and 3-day accumulation periods (although performance is even slightly better at $\gamma = 0.99$ for the other measures shown). However, we also see that the correction performance is significantly degraded if $\gamma$ is far from our chosen value (i.e., if $\gamma < 0.95$). These results should generally confirm that our selected $\gamma$ value in the manuscript is reasonable and roughly optimal.

**Figure S1.** Domain-median correlation coefficient improvement of IMERG rainfall after SMART correction (with respect to the NLDAS-2 reference) using different $\gamma$ values. Improvement is evaluated for 3-hour (3H), 1-day (1D) and 3-day (3D) accumulation intervals.
The impact of the $\lambda$ parameter in the SMART rainfall correction scheme

In the SMART rainfall correction scheme, $\lambda$ is a unit-less scaling factor that linearly relates the API state increment to rainfall correction amount. It can either be calibrated or set to a prescribed constant. We experimented with two strategies of determining $\lambda$ in this study: 1) calibrating a temporally constant $\lambda$ at each SMAP pixel separately to optimize the rainfall correlation with respect to the NLDAS-2 benchmark rainfall, and 2) setting $\lambda$ to a spatial constant of 0.1, which is applicable for any region that may not have a good rain gauge coverage.

The rainfall correction results from the two strategies are shown in Fig. S4S3, in which Column 1 shows the improvement of correlation coefficient $r$ after SMART correction with $\lambda$ tuned at each pixel to maximize $r$ (with respect to the NLDAS-2 benchmark), and Column 2 shows results obtained using a domain-constant value of $\lambda = 0.1$. Simply setting $\lambda = 0.1$ results in slightly smaller correlation improvement compared to the optimal $\lambda$ case for all examined temporal accumulation periods (3-hour, 1-day and 3-day), especially for locations in the eastern and western ends of the domain. In general, these reductions are small, and since constant-$\lambda$ is a more generally applicable case, we decided to use selected the $\lambda = 0.1$ strategy for all the SMART results presented in the main manuscript.
**Figure S4S3.** Maps of correlation coefficient improvement after SMART EnKS rainfall correction. The left column shows the results with $\lambda$ tuned at each pixel to optimize the correlation coefficient of corrected rainfall relative to the NLDAS-2 benchmark, and the right column shows the results with domain-constant $\lambda = 0.1$ (this column is identical to the left column in Fig. 3 in the main manuscript). Each row shows results based on different temporal accumulation periods: 3-hourly, 1-day and 3-day aggregation, respectively. The number on the lower left corner of each subplot shows the domain-median correlation improvement.

**S3S5. Investigation of cross-correlation of errors in the dual system**

**S3S5.1. Background and methods**

It is well known that correlated errors in different parts of a Kalman filter result in sub-optimal filter outputs. Therefore, in the original paper detailing the dual state/rainfall correction system, Crow and Ryu (2009) advised that the corrected rainfall (informed by the SM measurements) should not be fed back into the state EnKF correction scheme into which the
same SM measurements are assimilated. Instead, corrected rainfall and states should be combined via an offline model simulation (see Fig. 1 and Sect. 2.4.3 in the main manuscript). Later studies that applied the dual correction system all followed this general guideline (e.g., Chen et al., 2014; Alvarez-Garreton et al., 2016). However, although this guideline avoids first-order error correlation in the system, it does not completely eliminate the possibility of error cross-correlation. Specifically, the corrected rainfall and the updated states are informed by the same SM measurement, thus they potentially inherit the same error from the SM measurement. When fusing the two schemes together, such inherited error could potentially be amplified, degrading streamflow performance or cause a probabilistic estimate (based on an implicit assumption of independent errors) to be biased or have inaccurate uncertainty spread. In other words, it is possible that the current system still suffers from some second-order issue of overusing the information of SM measurements. Massari et al. (2018) intentionally avoided combining the state update scheme and the rainfall correction scheme in their study due to this legitimate concern. See Sect. 2.4.3 in the main manuscript for more details.

To further investigate this issue, we designed a set of synthetic experiments and applied in an arbitrary small domain within the Arkansas-Red (a box around the Little Arkansas subbasin, see Table 1 and Fig. 2 in the main manuscript for its location). Synthetic measurements, instead of the real SMAP measurements, were generated and assimilated into the dual correction system so that we have complete control over all the error statistics and correlation, which is impossible in a real-data case. Specifically, a single perturbed VIC realization (with perturbed forcing and states) was treated as the synthetic “truth”. Synthetic measurement can then be generated at daily interval by degrading the true surface-layer SM by adding random measurement errors. Precipitation perturbation was assumed to be temporally auto-correlated (first-order autoregressive noise with parameter $\phi = 0.9$), and all the other error assumptions and dual correction setup were consistent with those described in Sect. 2.4 in the main manuscript.

We generated two sets of synthetic measurements based on the same truth with the same measurement error statistics but mutually independent realizations of errors. Then, two scenarios of dual correction were designed and carried out (see Fig. S254 for illustration):
**Scenario 1**: the same set of single time series of synthetic SM measurements were assimilated into both the state update and the rainfall correction schemes. This scenario mimics the issue in the real-data dual system with error cross-correlation in the two schemes and potentially degraded streamflow.

**Scenario 2**: two sets of different time series of synthetic SM measurements (with mutually independent errors) were assimilated into the two schemes separately. This scenario completely avoids the issue of error cross-correlation.

The final runoff performance from the dual correction system were evaluated toward the truth, and the runoff performance from the two scenarios was compared. Differences in the performance of the two scenarios would indicate degradation caused by error cross-correlation present in Scenario 1. For these synthetic experiments, runoff was evaluated locally at each grid cell without routing, since we know the true condition locally.

### 2. Results

Deterministic and probabilistic results from the two scenarios were compared in Fig. S3S5 and Fig. S4S6. Clearly, runoff results show only very little difference between the two scenarios in terms of both PER and NENSK (see Sect. 2.5 in the main manuscript for details of the two metrics). This is true for both the total runoff and the fast- and slow-response runoff components separately. This suggests that the streamflow performance is not noticeably degraded by assimilating the same SM retrievals to both the state update and rainfall correction schemes. Although the cross-correlated error theoretically exists in the system, they are not big persistent enough to cause problematic streamflow results. In other words, we are not significantly over-using the information contained in SM retrievals in the system. This is true both from a deterministic sense and in terms of probabilistic representation. We also experimented the case where the synthetic measurements were assumed to have temporally auto-correlated errors instead of white errors, which in theory creates bigger an enhanced risk of degradation in the subsequent streamflow, but drew similar conclusions as above (results not shown).
The synthetic results in this section validate that we can safely assimilate a single time series of SMAP retrievals into both parts of the dual correction system without significantly degrading the final streamflow performance estimates.

Figure S2S4. Illustration of the synthetic experiments for investigating error cross-correlation.
Figure S355. Percent RMSE reduction (PER) of synthetic daily runoff results from the error cross-correlation experiment. Blue color indicates runoff improvement after dual correction while red color indicates degraded runoff. The two columns show the results from the two assimilation scenarios described in Sect. S355. The three rows show results of total runoff, fast-response runoff and slow-response runoff, respectively. The number on top of each subplot indicates the domain-median PER.

Figure S456. Same as Fig. S355 but for NENSK. Lighter color (either green or purple) indicates closer-to-one (thus better) NENSK.

S6. Sensitivity analysis of SMART rainfall correction performance to rain/no rain threshold
We have added a sensitivity analysis of SMART rainfall correction performance to rain/no rain threshold. Specifically, we altered the threshold of classifying IMERGE rain/no rain (this threshold was essentially set to zero in the manuscript and SMART only corrected time steps during which non-zero rainfall occurs), and observed its impact on the rainfall correction results (i.e., categorical metrics at different rainfall scales as well as correlation improvement and PER).

Figures S7 to S9 show the SMART correction results with different rain/no rain thresholds. For categorical metrics (Fig. S7), having a rain/no rain accumulation threshold of 1 mm/3 hours or 2 mm/3 hours mitigates the issue of worsened POD at small rainfall events comparing to zero threshold, but also removes the (although small) FAR improvement. For mid-ranged rainfall events, a positive threshold mitigates the issue of worsened FAR as in the zero-threshold case, but POD improvement becomes smaller. For larger rainfall events, POD improvement and TS improvement become slightly smaller (i.e., closer to zero) when using a positive rain/no rain threshold (note that the small positive rain/no rain threshold value can be considered as a “larger” rainfall event percentile wise at some pixels with overall low precipitation, therefore affecting the categorical metrics toward the right side on the categorical metrics plots).

In addition to the categorical metrics, setting the rain/no rain threshold to either 1 mm/3 hours or 2 mm/3 hours slightly lowers values of correlation coefficient improvement and PER versus the baseline case of applying a rain/no rain threshold of zero accumulation (Figures S8 and S9).

In summary, there is no obvious optimized (non-zero) value for the rain/no rain threshold since there is a trade-off between POD and FAR performance. Although the overall TS at smaller rainfall events improves with a non-zero threshold, the correction for larger events, which SMART is most suitable for, slightly worsens. Therefore, a positive rain/no rain threshold does not benefit correlation coefficient and PER (which are sensitive to both POD and FAR performance). Based on this analysis, we selected a zero rain/no rain threshold for all SMART correction results presented in the main manuscript.
Figure S7: Change in categorical metrics (FAR, POD and TS) before and after SMART correction for 3-hourly, 1-day and 3-day accumulation periods. The left column (panels a, b and c) is the same as in Fig. 4 (right column) in the main text with SMART only correcting IMERG rainfall events with non-zero accumulation. The middle and right columns show the same metrics with SMART only correcting IMERG rainfall for events where accumulation rates exceed thresholds of 1 mm/3 hours and 2 mm/3 hours, respectively.
Figure S8: Correlation coefficient (with respect to the NLDAS-2 reference precipitation) improvement before and after SMART correlation for 3-hourly, 1-day and 3-day accumulation periods. As in Fig. 7, the left column (panels a, b and c) is the same as in Fig. 4 (right column) in the main text with SMART only correcting IMERG rainfall events with non-zero accumulation. The middle and right columns show the same metrics with SMART only correcting IMERG rainfall for events where accumulation rates exceed thresholds of 1 mm/3 hours and 2 mm/3 hours, respectively.
Figure S9: Same as Fig 8, but for percent RMSE reduction (PER; with respect to the NLDAS-2 reference precipitation). The left column (panels a, b and c) is the same as in Fig. 5 (left column) in the main text.
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