Referee comments are highlighted in bold with our response in normal font

Overall comment:

This manuscript assesses the performance of eight different global hydrological models for 75 gauging stations across the Amazon basin. It assesses the ability of the model to reproduce daily and peak river flows and finds interesting regional differences in model performance. It concludes that the rainfall product is the dominant control on model performance. Overall, I enjoyed reading the paper. It is well-written and logically structured, with excellently formatted plots. While the analysis and results (as Reviewer 1 also pointed out) are not ground-breaking, the work represents a potentially useful contribution to the application of GHMs and their use for flood risk assessment and forecasting. For the results to have wider applicability, I think the authors should consider adding some additional analyses to strengthen their conclusions. Many reasons for good/bad model performance are postulated in the results section but the analysis isn’t in-depth enough to draw strong conclusions (other than rainfall is a dominant control on model performance). The wider applicability of the results also needs to be better highlighted in the conclusions.

We thank Dr. Coxon for her useful evaluation of the manuscript and kind comments. The specific comments are particularly helpful and will improve the overall quality of the paper. We will address these in the revised manuscript, as according to our responses to each comment below.

Specific comments:

1) The authors conclude that rainfall is (unsurprisingly) the dominant control on model performance. If the choice of precipitation dataset is the most influential on model performance then I would have expected a little more analysis on the precipitation datasets themselves. I appreciate that more involved analysis looking at the seasonal characteristics of the rainfall patterns is probably beyond this paper, however a figure of mean annual rainfall across all the catchments for each rainfall product would be useful for the reader to better understand how and why model performance may vary between the different models across the Amazon basin.

We agree with Dr. Coxon that further evaluation of the rainfall products would be beneficial in further understanding differences in model performance given the importance of rainfall in the ability to accurately represent peak flows.

We propose to incorporate a Figure showing mean annual rainfall across the basin for each rainfall product in Sect. 3.4.

2) P10 L23 “An average of 81% of stations are considered skillful (i.e. > 0) for the KGE metric”. I would not consider a KGE score just greater than 0 as ‘skillful’. You should be more specific here about what a KGE score greater than zero represents if you are using it as a benchmark to define whether a model is skillful or not. Unlike NSE, a KGE score of zero does not represent the mean streamflow response.

We thank Dr. Coxon for this useful comment. We propose to remove such statements from the manuscript. A similar study (Thiemig et al., 2018) provides a breakdown of KGE (though for the modified version of KGE) results into “good” (KGE > 0.75), “intermediate” (0.75 > KGE > 0.5, “poor”
(0.5 > KGE > 0) and “very poor (KGE < 0)” categories. We now plan to use these categories as the benchmark but generally refer to KGE performance as being better as values approach one.


3) P10 L27 (and elsewhere). Your ‘average’ station scores could be skewed here by particularly low values of KGE – it may be better to report the median station scores here instead.

We again thank Dr. Coxon for raising this relevant point. We will change all reported mean values to median values.

4) Section 3.1. I liked your analysis of the relationship between model performance and dams and Figure 1b. However, as you note, this doesn’t fully explain regional differences in model performance. Are there any other catchment characteristics that may also explain good/poor model performance? I would calculate and add some additional catchment characteristics such as mean rainfall, mean pet, elevation, geology (as you also focus on groundwater parameterisation) to Figure 1 to better analyse these regional differences in model performance and strengthen the conclusions of the paper.

As Dr. Coxon mentions, damming in the Amazon is one of many catchment characteristics that could influence model performance. We agree that by including additional characteristics such as rainfall and geology, stronger conclusions can be drawn on regional model performance. For example, Paiva et al. (2013) indicate that poorer model performance in western tributaries could be associated with the poor representation of mountainous rainfall when using satellite-based products such as TRMM. While in Sect 3.1 we hypothesis that the underestimation of flows in stations located in the south eastern Amazon could be due to a poor representation of the South Atlantic Convergence Zone (SACZ). By adding rainfall maps to Fig. 1 or elsewhere (e.g. Sect. 3.4) these statements will be strengthened.


5) Section 3.1. In addition to comment 4 – do any of the GHMs include schemes to represent dams/reservoirs? Do you see any differences in model performance for models that do include these human influences over models that do not?

This is an interesting point. Model runs which incorporate the Lisflood routing model (i.e. those similar to the current GloFAS set-up) represent a total of 464 lakes and 667 reservoirs obtained from global databases. Very few reservoirs however are represented in the Amazon basin for Lisflood with the majority of lakes positioned along the main Amazon River. The locations and importance of these to the modelling system has been analysed by Zajac et al. (2017) for the entire globe with the effects of reservoirs on extreme high flows deemed substantial and widespread in the global domain. All other simulations do not account for dams/reservoirs and thus comparison between these runs could strengthen our understanding of why some models perform particularly well or poor at the few stations affected.
We will add information regarding the representation of lakes and reservoirs within Lisflood in Sect. 2.2.3. In addition, we will investigate the potential benefits or losses in skill by comparing model performance at stations located near to any reservoirs between Lisflood and non-Lisflood simulations. Although the number of stations effected will be limited it could still provide useful information.


6) Conclusions L28-29. You state that “The implications of these results suggest that the choice of precipitation dataset is the most influential component of the GHM set-up in terms of our ability to recreate annual maximum river flows in the Amazon basin”. Can you say anything more about what type or spatial resolution of precipitation dataset should be used to better reproduce annual maximum flows? This would help to guide future studies on modelling peak flows in the Amazon basin.

We agree that statements regarding the type of spatial resolution required would be beneficial for future studies modelling peak flows in the Amazon basin. However, it would be difficult to make direct statements (e.g. provide a specific spatial resolution) based on our results alone owing to the conclusions being specific to the few directly comparable datasets (i.e. ERA-I Land, ERA-5 and ECMWF 20-year reforecasts forced within the calibrated Lisflood model) used. We can, however, as mentioned in Sect. 3.4, elude to specific cases which may benefit from using certain datasets. For example, those wishing to model peak flows in the Peruvian Amazon may benefit from a dataset where the upper atmosphere is resolved at a higher resolution owing to those particular rivers originating from mountainous regions where rainfall can often be poorly represented (e.g. Paiva et al., 2013).

We plan to expand on our discussions, particularly in Sect. 3.4, to include further findings from studies such as Beck et al. (2017) whereby 22 precipitation products are evaluated across the globe. This could help explain further our results and allows us to strengthen our conclusions on why particular datasets lead to particularly good or bad performance in certain regions.