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Abstract. Water resources in cold regions in western Canada face severe risks posed by anthropogenic global warming as evapotranspiration increases and precipitation regimes shift. Although understanding the water cycle is key in addressing climate change issues, it is difficult to obtain high spatial and temporal resolution observations of hydroclimatic processes, especially in remote regions. Climate models are useful tools for dissecting and diagnosing these processes, especially, convection-permitting (CP) high-resolution regional climate simulation provides advantages over lower-resolution models by explicitly representing convection. In addition to better representing convective systems, higher spatial resolution also better represents topography and mountain meteorology, and highly heterogeneous geophysical features. However, there is little work with convection-permitting regional climate models conducted over western Canada. Focusing on the Mackenzie and Saskatchewan river basins, this study investigated the surface water budget and atmospheric moisture balance in historical and RCP8.5 projections using 4-km CP Weather Research and Forecast (WRF). We compared the high-resolution 4-km CP WRF and three common reanalysis datasets: NARR, JRA-55, and ERA-Interim. High-resolution WRF out-performs the reanalyses in balancing the surface water budget in both river basins with much lower residual terms. For the pseudo-global warming scenario at the end of the 21st century with RCP8.5 radiative forcing, both the Mackenzie and Saskatchewan river basins show increases in the amplitude for precipitation and evapotranspiration and a decrease in runoff. The Saskatchewan river basin shows a moderate increase of precipitation in the west and a small decrease in the east. Combined with a significant increase of evapotranspiration in a warmer climate, the Saskatchewan river basin would have a larger deficit of water resources than in the current climate based on the PGW simulation. The high-resolution simulation also shows the difference of atmospheric water vapour balance in the two river basins is due to flow orientation and topography differences at the western boundaries of the two basins. The sensitivity of water vapour balance to fine-scale topography and atmospheric processes shown in this study demonstrates that high-resolution dynamical downscaling is important for large-scale water balance and hydrological cycles.

1 Introduction

If the current pace of green-house gas (GHG) emissions continues, evidence points to fast-paced anthropogenic climate change in this century (Pachauri et al., 2014). The warming climate’s impacts on water resources and ecosystems are generating considerable interest, particularly its impact on water balance in arid and semi-arid regions. Most climate projections have
shown that polar and subpolar regions warm faster than the regions in lower latitudes (IPCC, 2013). These results have been robust both in projections of anthropogenic climate change and in observations due to the polar amplification from various local feedback mechanisms (Pithan and Mauritsen, 2014; Winton, 2006) and atmospheric heat transport (Hwang and Frierson, 2010). At relatively high latitudes, the Canadian prairies and Canada’s boreal forest will be strongly affected by climate change by the end of century.

Evapotranspiration and precipitation are important for surface water and atmospheric water vapour budget since these processes transfer water between the atmosphere and land. However, observing these processes on a large scale and at a high temporal resolution is costly and challenging. Remote sensing of evapotranspiration relies on thermal imagery and thus has difficulty estimating the temperature of land surface under cloudiness. The in-situ observations of evapotranspiration are only available to the locations of the flux towers. Both observation and simulation of precipitation processes are challenging since they encompass a large range of scales from metres to thousands of kilometres. Observation of precipitation suffers from instrument bias and lack of coverage in the less populated regions.

Numerical models can enhance our understanding of the complex, nonlinear, interconnected hydro-meteorological processes in the Earth system by providing virtual laboratories. Through data assimilation and climate simulation, climate models can provide systematic overviews in investing aspects of water balance in land surface and atmosphere, which is difficult to comprehensively monitor through observation. However, the simulated changes in the water cycle from global climate models (GCMs) are of poor quality due to the relatively poor representation of the small-scale physical processes related to the water cycle, such as convection and orographic precipitation (Rasmussen et al., 2011). Szeto et al. (2008) used observation assimilated reanalysis datasets, including the National Centers for Environmental Prediction Global Reanalysis 2 (NCEP-R2), the global 40-yr European Centre for Medium-Range Weather Forecasts Re-Analysis (ERA-40), the NCEP North American Regional Reanalysis (NARR), and the Canadian Meteorological Centre (CMC) operational regional analysis as well as results from the Canadian Regional Climate Model (CRCM) simulations to investigate the water balance and energy balance in the Mackenzie River Basin (MRB). They found the residual terms in the water closure equation can be as large as budget terms in MRB, indicating the large uncertainties in observation of hydrological variables in the observation and the deficiencies in coarse resolution GCMs in regional-scale studies.

Climate simulations from GCMs have to be downscaled before their application in regional hydrology and ecology studies. There are two kinds of downscaling: statistical down-scaling and dynamical downscaling. Statistical downscaling, which assumes the stationarity in the spatiotemporal distribution of precipitation, may not be suitable to reduce the biases of precipitation in climate models under a changing climate. The lack of explicit representation of small-scale processes also affects the quantification of the feedback of these processes to the large-scale atmospheric and hydrological processes. Therefore, dynamical downscaling using high-resolution regional climate models (Rasmussen et al., 2014) can more accurately represent various important hydroclimatic processes and provide projections without the assumption of stationarity.
Dynamical downscaling at convection-permitting resolution has advantage over coarser resolution due to their improvements in the simulation of convective precipitation (Prein et al., 2015). Because convections contribute the most to extreme precipitations and the vertical transport of moisture, representing convective systems is critical in simulating precipitation and water balance. Even at high latitudes, summer precipitation which constitutes the majority of the rainfall involves convection. However, convective parameterization has had problems simulating convections in weather and climate modeling. Convective plumes are usually much smaller than the grid scales of GCMs and those commonly used in regional climate models (RCMs). Convective parameterization tries to represent the impact of convective storms on the background atmosphere on a coarse grid through adjusting the mass, momentum, and heat transfer without explicitly resolving the convections (Plant, 2010) and inevitably introduces errors and biases in weather and climate simulations.

As the computing power of the scientific community increases with advances in computer engineering and technology, high-resolution RCM simulations with grid spacing at a scale of less than 10 km are becoming feasible. This improvement in resolution, however, poses a problem for the treatment of convection in the model on whether to use cumulus parameterization. Research has found that "grey zone" resolutions (10-40 km) (Yu and Lee, 2010), when convections are partially resolved, exacerbate convective parameterization problems because the relatively high resolution can only inadequately resolve convections, which are too large in the horizontal scale and generate unrealistically strong updrafts. To suppress the unrealistic resolved convections, the convective parameterization has to be more active, which only causes deficiency in the parameterization (Westra et al., 2014). Nevertheless, researchers have found with resolutions of 4 km and higher, RCMs can reasonably simulate convective storms without convective parameterization (Weisman et al., 1997; Ikeda et al., 2010).

Convection-Permitting (CP) regional climate modeling can explicitly resolve deep convection and other local-scale hydroclimatic processes and their feedbacks on the larger scale systems. Moisture transport is significantly affected by the circulation response, which, in turn, is affected by the topography through the generation of mountain waves and lee waves. For instance, Chinooks, the North American version of foehn, descend the lee of the Canadian Rockies, causing significant warming over the cold plains in winter. The concurrent warming at the surface and the heat transport by strong surface winds can have significant effects on water balance (MacDonald et al., 2018). For western Canada, particularly the Mackenzie and the Saskatchewan river basins, using high-resolution CP RCMs for hydroclimatic research is especially useful because of the large orographic features such as the Canadian Rockies and active convections during summer. We also want to compare the improvement of water balance closure in CP RCMs compared to several reanalyses and those in the paper by Szeto et al. (2008).

This paper analyzes the impact of climate change on the water budget based on the CP RCM historical simulation (CTL) and RCP8.5 Pseudo Global Warming (PGW) simulation using the Weather Forecasting and Research (WRF) model. Section 2 describes the observation/reanalysis datasets and model configurations. Section 3 briefly describes the analysis and diagnostic methodology. Section 4 presents the comparison of water balance terms in WRF and reanalyses in detail and discuss it in the context of climate change and regional impacts, while section 5 summarizes the paper.
2 Numerical approach and data

2.1 Study domain and configuration of WRF

Two 13-year numerical experiments were conducted using Version 3.6.1 of WRF with a domain size of 639 × 699 grid points, a horizontal resolution of 4 km, and 37 vertical Eta levels with the model top at 50 hPa. The total model domain size is 2560 km in the east–west direction and 2800 km in the north–south direction. For the present study, we used the New Thompson microphysics scheme (Thompson et al., 2008), the Yonsei University (YSU) scheme for planetary boundary layer (Hong et al., 2006). For short-wave and long-wave radiations, the Community Atmosphere Model (CAM) schemes from the CAM3 climate model were used (Collins et al., 2004). The land surface model component is Noah land surface model (Chen and Dudhia, 2001). With a 4-km horizontal resolution, the model explicitly resolves deep convections, and the deep cumulus parameterization was turned off. No sub-grid cloud cover or shallow cumulus parameterizations were used, and spectral nudging was not applied.

The model domain covers parts of western Canada (red frame in Fig. 1) from 46°-74°N latitude and 83°-150°W longitude encompassing two major river basins, the McKenzie River Basin (MRB) and the Saskatchewan River Basin (SRB), with headwaters in the Rocky Mountains, which is known for abundant orographically induced convective precipitation.
Figure 1. WRF simulation domain (2560 km × 2800 km) at 4-km grid spacing showing topographic height in meters above mean sea level (MSL). The simulation domain is indicated by a red frame. The bold pink and black polygons represent the MRB and the SRB.
2.2 Numerical experiments

Two 15-year experiments were conducted with historical and projected climate settings. The first experiment was a retrospective/control simulation intending to reproduce the statistics (variability and mean state) of the current climate within the domain. The current climate simulation extends from 1\textsuperscript{st} October 2000 to 30\textsuperscript{th} September 2015. This simulation was forced with 6-hourly the interim version of the next European Centre for Medium-Range Weather Forecasts Reanalysis (ERA-Interim(Dee et al., 2011)). Tests showed that the one-way nesting WRF, at 4-km grid spacing, with the ~75km reanalysis was an adequate configuration without the need for a coarse grid to intermediate the ERA-Interim data and the WRF domain.

For the RCP8.5 scenario by the end of 21\textsuperscript{st} century, we used a CMIP5 ensemble mean to deduce the climate change signal due to GHG forcing and conducted the simulation using a pseudo global warming approach. (Deser et al., 2012) argued that internal variability in individual simulations might cause large decadal differences even without the GHG-forced climate change. Besides, individual simulations cannot measure the range of climate sensitivity among GCMs. Therefore, an ensemble mean of 19 CMIP5 models was calculated to reduce the impacts of internal variability, model errors, and uncertainties in investigating the climate response to the GHG forcing under RCP8.5. These models were chosen based on their performances in simulating the late 21\textsuperscript{st} century climate over North America. A perturbation was added to the initial fields in the sensitivity simulation following the PGW approach used in the work of Rasmussen et al. (2014, 2011). This 15-year (October 2000–September 2015) PGW simulation was forced with 6-h ERA-Interim reanalysis plus the climate perturbation:

\[
WRF_{\text{input}} = ERA - \text{Interim} + \Delta CMIP5_{RCP8.5} \quad (1)
\]

where \(\Delta CMIP5_{RCP8.5}\) is the change of 95-year CMIP5 ensemble mean under the RCP8.5 emission scenario:

\[
\Delta CMIP5_{RCP8.5} = CMIP5_{2071-2100} - CMIP5_{1975-2005} \quad (2)
\]

The perturbed physical fields include horizontal winds, geopotential height, temperature, specific humidity, sea surface temperature, soil temperature, sea level pressure, and sea ice. A more detailed description can be found in (Li et al., 2019).
2.3 Evaluation of the WRF Simulation

The impacts of observational uncertainties on regional climate analysis and model evaluation have been well documented in the literature (Christensen and Christensen, 2007; Mearns et al., 2015). Thus, when considering evaluation datasets for climate models, the ability of these products to capture the fine-scale topography of the region described in Figure 1 is important. Reanalysis products such as ERA-interim and the North American Regional Reanalysis (NARR, Mesinger et al. (2006)) with horizontal resolutions >30 km cannot be expected to compare reasonably to climatological observations collected at individual weather stations where orographic features and mountain weather processes play important roles.

2.4 Reanalysis Data

In this study, three different atmospheric retrospective analyses are used: NARR, ERA-Interim, and Japanese 55-year Reanalysis (JRA-55, Kobayashi et al. (2015)) as shown in Table 1.

2.4.1 (1) NARR

The NARR dataset from the National Centers for Environmental Prediction (NCEP) is used for diagnostic computation. Unlike other reanalysis in which precipitation is not assimilated, this reanalysis product assimilates high-quality and detailed precipitation observations as latent heating profiles (Mesinger et al., 2006). Though the methodology NARR employed to assimilate observation may introduce spurious grid scale precipitation (West et al., 2007), it is not a concern for our application that concerns mainly the monthly mean precipitation amount. The sparse availability of precipitation over Canada also limits the quality of NARR’s precipitation over Canada compared to the US (Mesinger et al., 2006). The Noah land surface model included in NARR allows for more realistic land-atmosphere interactions than simpler land-surface schemes. The NARR data are available from October 1978 to November 2018 at a relatively high spatial (32 km horizontal) and temporal (3-h time interval) resolutions.

2.4.2 (2) JRA-55

JRA-55 is the latest long-term reanalysis data set produced by the Japan Meteorological Agency (JMA) operational data assimilation system (Ebita et al., 2011). This dataset features significant improvements over its predecessor, the Japanese 25-year Reanalysis with higher resolution, improved model physics, and an advanced data assimilation system with variational bias correction for satellite radiances (Ebita et al., 2011). JRA-55 is configured with horizontal spacing TL319 (about 55 km) and a hybrid sigma-pressure coordinate scheme using 60 levels up to 0.1 hPa, and provides vertically integrated meridional and zonal moisture flux components. The land surface model of JRA-55 is Simple Biosphere Mode (SiB, Sellers et al. (1986, 1996)).
ERA-Interim is produced by the European Center of Medium-range Weather Forecasts (ECMWF) with an improved atmospheric model and assimilation system that replaces that used in ECMWF Re-Analysis (ERA-40, Dee et al. (2011)). Additionally, the ERA-Interim dataset provides the vertically integrated divergence of moisture flux as data output, which can help us diagnostically evaluate the results of the WRF model. This dataset is based on an atmospheric model and reanalysis system with 60 levels in the vertical with a top level at 0.1 hPa, and horizontal grid spacing with a T255 spherical harmonic representation (Dee et al., 2011). The land surface model of ERA-Interim is the Tiled ECMWF Scheme for Surface Exchanges over Land (TESSEL, Dee et al. (2011); Viterbo and Beljaars (1995); Viterbo et al. (1999)).

Table 1. Reanalysis products used in the comparison with WRF-CTL. P: precipitation, LH: latent heat, E: evaporation, QVAPOR, vapour mixing ratio.

<table>
<thead>
<tr>
<th>Model name</th>
<th>Horizontal Resolution</th>
<th>Variables</th>
<th>Land Surface Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>WRF</td>
<td>4 km</td>
<td>U, V, QVAPOR, P, LH, Runoff</td>
<td>Noah</td>
</tr>
<tr>
<td>NARR</td>
<td>32 km</td>
<td>U, V, Specific Humidity, LH, P, Runoff</td>
<td>Noah</td>
</tr>
<tr>
<td>JRA-55</td>
<td>55 km</td>
<td>Vertically integrated moisture flux, P, Runoff, E</td>
<td>SiB</td>
</tr>
<tr>
<td>ERA-Interim</td>
<td>79 km</td>
<td>Vertically Integrated divergence of moisture flux, P, E, Runoff</td>
<td>TESSEL</td>
</tr>
</tbody>
</table>
2.5 Surface Water Budget

Water balance is an important constraint for understanding water availability and partition in model simulations and observations. The land surface components of water budget include precipitation (P), evapotranspiration (ET), runoff, and storage (snow water equivalent, soil moisture, canopy water, etc.). In the assessment of WRF simulation and reanalyses, there is no accounting for runoff transport between model grid points and horizontal movement of water. Thus, total runoff from WRF simulations represents the flux of water that is not taken up by or stored as soil moisture as in the study by Rasmussen et al. (2014). The surface water budget equation over the study regions can be written as

\[
\frac{dS}{dt} = P - ET - Q + RESW
\]  

where \( \frac{dS}{dt} \) is the change in the storage of water (S) in and above the ground over time, P is precipitation, ET is evapotranspiration, Q is runoff, and RESW is the residual. Equation (3) describes the partitioning of P into ET, runoff, and storage in land. The residual forcing is combined with the tendency term (i.e., \( RESW = ET - P + Q + \frac{dS}{dt} \)) in assessing the water balance closure.

In this study, we estimated an annual budget of the surface water budget for MRB and SRB. The performance of the high-resolution WRF model was assessed by comparing the surface water budget with available reanalysis data products.
2.6 Atmospheric Moisture Budget

The atmospheric moisture budget provides an additional method for the evaluation of $P - E$ in the RCM simulation. The spatially averaged water budget of atmosphere relates to the surface water budget in the following way:

$$\frac{dW}{dt} = E - P - \nabla \cdot Q$$  \hspace{1cm} (4)

Here, $E$ is the evapotranspiration, $P$ is the precipitation, $\nabla \cdot$ is the horizontal divergence operator, $W$ is the total columnar liquid content per unit area, and $Q$ is the vertically integrated moisture flux (kg m$^{-1}$ s$^{-1}$) given by

$$Q = -\frac{1}{g} \int_{p_{surf}}^{p_{top}} qV dp$$  \hspace{1cm} (5)

where $q$ is the specific humidity in kg kg$^{-1}$, $g$ is the gravitational acceleration constant of 9.8 m s$^{-2}$, $dp$ is the change in pressure from land surface to the top of the atmospheric model (50 hPa), and $V$ is the horizontal wind vector given by

$$V = u \mathbf{i} + v \mathbf{j}$$  \hspace{1cm} (6)

where $u$ and $v$ are wind components along east and north direction respectively. The horizontal divergence of the vertically integrated moisture flux $\nabla \cdot Q$ is the main variable of interest in this study. A negative value of moisture divergence corresponds to moisture convergence.
3 Results

3.1 Surface Water Budget

Figure 2 presents the surface water budget in MRB. Both the peak and annual runoffs in the WRF model are comparable to those in JRA-55 and much larger than the other reanalyses, which is partly related to their estimations in winter precipitation and storage terms such as snow cover and soil moisture are larger (Li et al., 2019). Another factor is how the WRF model’s Noah LAM models the frozen soil permeability. The Noah land surface model treats the frozen soil permeability as in Koren et al. (1999), which is shown to underestimate the infiltration of water through frozen soil and generate excessive surface runoff in spring over the Arctic river basins because the model’s frozen soil permeability is too small (Niu and Yang, 2006). In cold regions, melting of snow accumulated over the winter generates high flows orders of magnitude larger than the winter discharge (Woo, 2008). Runoff and the change of storage dominate in spring and peak in May in the WRF simulation and JRA-55 and reaches the maximum in summer in NARR. The spring peak runoffs in WRF and JRA-55 are about 3 mm day$^{-1}$, three times as large as observation (Yang et al., 2015). The winter runoff in WRF and NARR is close to 0, whereas observation shows a 0.2 mm day$^{-1}$ runoff in winter (Yang et al., 2015). Runoff is much smaller in NARR and ERA-Interim and significantly less than observation (Yang et al., 2015) in spring, summer and autumn due to their unrealistically small storage terms.

Figure 3 presents the surface water budget in SRB simulated by WRF and the three reanalyses. Similar to MRB, both the WRF simulation and the NARR reanalysis show a better balance between P, ET, the change of storage, and runoff in SRB, with the lowest residual term for all months. Both JRA-55 and WRF present a peak runoff in April, whereas ERA-Interim shows that runoff is negligible compared to other terms throughout the year. The residual term in JRA-55 is large for the whole year, indicating poor representation of the surface water budget in SRB. The residual term in ERA-Interim switches from positive to negative from May to September, again showing large uncertainties in ERA-Interim in the associated hydro-climatic variables in SRB. Compared to MRB, the seasonal cycle of ET in SRB in the WRF simulation is more consistent with those in the reanalyses as the maximum ET occurs in July for all datasets.

WRF-CTL simulation captures the peak runoff in spring for SRB (in April) and MRB (in May) as shown in Fig. 3 and 2. Although solar insolation enhances in spring, the prevalence of frozen ground effectively reduces meltwater infiltration (Pomeroy et al., 2007), especially the Noah LSM in WRF tends to overestimate the impermeability of frozen ground. Much of the snowmelt stays on the ground and gives rise to surface saturation and generating substantial runoff, which is especially true for Noah LSM that underestimates the permeability of the frozen soil in the cold regions (Niu and Yang, 2006). Additionally, the storage terms (consisting of soil moisture and snow water equivalent (SWE)) vary among reanalyses and WRF because of the different soil layer depths among the model and the reanalyses. Finally, differences may occur because the depth-to-bedrock information used by different reanalysis products may vary. For ERA-Interim, the simple assumption of no bedrock everywhere has been adopted (Balsamo et al., 2009).

For all the datasets, the predominant terms are P and ET during the warm seasons. P and ET’s annual cycles are also more consistent across the datasets, unlike storage, runoff, and residual terms. The residual terms are much smaller in the WRF.
simulation and NARR, indicating that the components of the budget equation such as P, ET, the change of storage, and runoff are more balanced in the WRF model and NARR. This indicates large uncertainties in the hydro-climatic variables assimilated by ERA-Interim and JRA-55, as the residual terms are essentially the unbalanced term introduced to the model through assimilation of observation. In winter, P is balanced by the increase of storage as snow and ice; in spring, the change of storage is balanced by the increased runoff and generally P-ET; in summer, P-ET is close to 0, with the change of storage equalling runoff; in autumn, ET decreases more than P does, resulting in the enhanced storage term. Runoff is extremely low in the WRF simulation and the reanalyses since winter snowfall provides little melting over most parts of the basins.

The surface water budgets in the model and reanalyses are strongly affected by the representation of the hydrometeorological processes involved in the surface water balance equations. Each reanalysis dataset has different magnitudes of biases in the P, ET, runoff, and water storage terms, depending on geographic locations and seasons. Due to the large uncertainty in model diagnostic terms (i.e. not directly constrained by observation) such as precipitation and evapotranspiration, great caution needs to be exerted when using hydrological variables from reanalyses (Trenberth et al., 2011). Furthermore, the assimilation system of reanalyses have to adjust the model variables according to newly available observation, though water vapour is constrained by satellite observation, the dry air mass or water balance is not strongly constrained (Takacs et al., 2016). In general, the results here show that the model simulation and reanalyses with higher resolution are more inclined to close the surface water budget with minimum residual terms.

In addition to the atmospheric forcing, which has great impacts on the distribution of components of surface water balances in the LSMs, the generation of runoff through LSMs can further introduce discrepancies in the runoff among models. Though Noah LSM, JRA-55’s land surface model SiB and ERA-Interim’s TESSEL calculate runoff using similar algorithms, their treatments of landcover and soil can make big differences in runoff generation. Additionally, the land surface in reanalyses are periodically forced by observation at the screen level through assimilation, which could introduce imbalance. Noah LSM has four soil layers with monthly changing leaf area index (LAI) with diverse soil type and land cover. JRA-55’s Simple Biosphere model provides three layers of soil with varied depth depending on 13 land cover types. TESSEL is the most crude model in terms of the treatment in the soil and vegetation cover. TESSEL has fixed LAI throughout the year and only one soil type across the globe, which has been shown to introduce biases in near-surface temperature biases among other deficiencies over the Canadian Prairies (Betts and Beljaars, 2017).

The changes in each component of the water balance equation in WRF-PGW relative to WRF-CTL are shown in Figs. 4 and 5. Compared to WRF-CTL, the amplitudes of the annual cycle of P and ET in both basins are larger in WRF-PGW because of the increases of P and ET in summer, signaling an enhanced water cycle. Both MRB and SRB show a decrease of peak runoff. Runoff in MRB decreases in warm seasons and increases in cold seasons. Runoff in SRB shows a large reduction in April and May and a small increase in November and winter. These changes are due to the fact in a warmer climate ET increases more than P in summer, which causes less water storage is converted to runoff during spring and summer. The peak runoff for SRB also shifts from April in WRF-CTL to June in WRF-PGW. The increase of winter P in MRB exceeds the increase in storage in WRF-PGW, which causes a small increase in winter runoff and a decrease in summer runoff in MRB. The storage change
term in SRB shows a significant decrease in summer due to the deficit in P-ET in the future, which also results in a decrease of runoff.

Figure 2. The surface water budget (mm day$^{-1}$) in MRB from WRF-CTL and the reanalysis datasets: NARR, ERA-Interim, JRA-55.
Figure 3. The surface water budget (mm day$^{-1}$) in SRB from WRF-CTL and the reanalysis datasets: NARR, ERA-Interim, JRA-55.

3.2 Divergence of Vertically Integrated Moisture Flux

Unlike the surface water budget, which considers the water added to and extracted from the land surface, the general balance equation for atmospheric water vapour considers the water vapour budget for the whole atmospheric column. The general balance equation for atmosphere considers the extraction by P and addition by ET from the underlying surface and convergence or divergence of water vapour through atmospheric transport.

Figure 6 shows the seasonal cycle of the components of surface moisture flux over the two river basins in the WRF simulations. Over winter, spring and autumn, the vapour convergence is much larger in MRB (-0.6-1.2 mm day$^{-1}$, peaks in October) than in SRB (-0.1-0.9 mm day$^{-1}$, peaks in April). MRB shows a more balanced P and ET during summer with a small moisture divergence (0.2-0.4 mm day$^{-1}$) during summer. SRB has a vapour convergence in June (-0.6 mm day$^{-1}$) and large divergence in July (1.1 mm day$^{-1}$) and a smaller divergence (0.5 mm day$^{-1}$). In July and August. Due to the large deficit of P-ET and
Figure 4. The surface water budget (mm day$^{-1}$) in MRB for the WRF-CTL and the WRF-PGW simulations: a) P, b) changes in P and its accumulated changes in P; c) ET, d) changes in ET and its accumulated changes in ET; e) runoff, f) changes in runoff and its accumulated changes in runoff; g) storage and h) changes in storage and its accumulated change.
Figure 5. The same as in 4 except for SRB.
positive moisture divergence, more moisture is transported out of the two basins. The residual term in the transitional months reflects the change in water vapor holding capacity: fast warming months correspond to the increases of water vapor in the atmosphere and the positive residual (adding vapor to the air, which is opposite to P). Cooling months correspond to the decreases of water vapor in the atmosphere and the negative residual. The timing of the peak residual terms for MRB in warm seasons is earlier than SRB as MRB starts to cool earlier (in August) than SRB.

The atmospheric water vapor budget in WRF-PGW is also shown in Fig. 6. The seasonal cycles of each component are similar in both WRF-PGW and WRF-CTL. Over winter, spring and autumn, the vapour convergence is much larger in MRB (-1-1.5 mm day$^{-1}$) than in SRB (-0.1-0.8 mm day$^{-1}$). MRB shows a more balanced P and ET during summer with a small moisture divergence (0.5-1.0 mm day$^{-1}$) during summer. Compared to WRF-CTL, ET in both SRB and MRB increases significantly in summer, especially in July. During summer, both MRB and SRB show moisture divergence in the CTL and PGW experiments, as ET is larger than P for each basin. In MRB, the moisture divergence in summer increases from 0.3 mm day$^{-1}$ in WRF-CTL to about 1mm day$^{-1}$ in WRF-PGW, which is consistent with the increase of the deficit of $P - ET$ in WRF-PGW. In SRB, the July moisture divergence in WRF-CTL is about 1mm day$^{-1}$ and increases to about 2mm day$^{-1}$ in WRF-PGW, consistent with the large increases of ET and small changes in P.

Unlike MRB, where P is largely balanced by moisture convergence in winter, SRB shows a large residual term in its atmospheric water vapor balance (Fig. 6) in winter. This large residual term in water vapour budget during winter in SRB is due to that a portion of water into the basin is in the form of solids that are transported over the mountain by the westerly. This transport in solid form of water causes a large residual term in the atmospheric water vapor budget, as it is not accounted for as shown in Fig. 6. The cross-mountain/basin transport in condensates either becomes precipitation or melt/sublimes back into water vapour when the air descends and warms adiabatically. This mechanism is consistent with the changes in the solid form of water across the mountain barrier on the western edge of SRB and the increases of moisture in the descent flow of the lower atmosphere on the lee side as shown in Fig. 7. The ice/snow content distribution in the atmosphere is of relatively large quantity ($0.025$ g kg$^{-1}$) concentrated in the lower atmosphere on the windward side of the mountain and close to 0 on the lee side (not shown). The downward motion in the lower part of troposphere over the lee side of the Canadian Rockies is demonstrated by the sharp drop in the potential temperature contour just by the western boundary of SRB corresponding to a significant lower troposphere warming. Accompanying this downward motion is higher temperature and moisture near the western part of SRB. The increase of moisture content in the lower atmosphere on the lee side of the Rockies cannot be accounted for by the moisture content before the adiabatic descent as the moist layer is much thinner over the mountain. The added water vapor comes from the evaporation of ice particles as the air descends and warms as shown by the decease of ice content near 288 K isentrope. Due to this process, the average moisture content and temperature are higher at the mid- and lower levels near the mountain than in further downwind locations. Consistent with the fact is the higher vapour mixing ratio near the Rockies the divergence of water vapour mainly concentrates in the lower 1 km. The upward motion in the upper troposphere overlaying over the downward flow corresponds to a region of large ice mixing ratio over the lee side of the mountain, which is caused by the lifting and cooling related to a mountain wave response (Cotton et al., 2010a). Because topography strongly impacts as-
cent/descent and condensation/evaporation, high-resolution regional climate modelling is better suited to represent the process than lower resolution modeling and statistical downscaling.

Changes in atmospheric moisture divergence are presented in Fig. 8. The MRB moisture divergence shows an increase in summer and reductions in winter and autumn, which means more water vapour converges into MRB during cold seasons, and vice versa in summer. The largest increase in moisture divergence in MRB occurs in June when evaporation greatly increases in the eastern MRB and precipitation only increases slightly. The accumulative change of moisture divergence decreases on throughout the year in MRB. The SRB moisture divergence shifts from increasing during warm months (May-September) to little change over cold months. The maximum changes in divergence over SRB occur in July. The annual accumulative change in the moisture flux over SRB shows an enhanced divergence of about 2 mm day$^{-1}$, which is mainly driven by the large accumulative increase of ET over SRB. Little changes occur in storage during cold season in SRB until spring (April, May) when higher precipitation in PGW causes larger water storage in the land surface. The increase of vapour divergence in summer is supplied by a larger draw-down in soil moisture and reduction in run-off. The vertical profile of atmospheric vapour divergence (not shown) shows that the majority of the increase of the divergence occurs below 850 hPa.
3.3 Distribution of Precipitation, Evapotranspiration and Moisture Divergence

This section presents the spatial distribution of the components for the atmospheric water vapour budget and surface water budget. Because there are large intra-seasonal changes for the field variables, the results for selected months for warm months are presented instead of the seasonal mean.

Figures 9 – 12 show the spatial distribution of P, ET, changes in soil moisture, and atmospheric moisture divergence in March, May, July, September, and in the WRF-CTL and WRF-PGW simulations. The increase of P (precipitation) and ET (evapotranspiration) in PGW is the most predominant features in all months.

As shown in Fig. 9, the major increase of P extends from the Canadian Rockies northeastward and covers mainly the MRB and Nelson river basin in March. Due to general warming in the domain, ET is also enhanced across the domain, especially in British Columbia and near the eastern end of SRB. Soil moisture shows a large reduction in British Columbia and a large increase over central and eastern Saskatchewan, where the increase in ET is larger than the increase in P. This increase of soil...
Figure 7. Topography (m) in Western Canada. (b) Cross-section of potential temperature (K, thin red contour), water vapor mixing ratio (g kg⁻¹, thick blue contour), the sum of snow, ice and graupel mixing ratio (g kg⁻¹, shading), and winds (m s⁻¹) perpendicular to the Canadian Rockies at 115W, 50N in December. The vertical component of winds is scaled by 100 for illustration purposes.

moisture in the Prairies is beneficial to the agriculture as the growing seasons in a warmer climate may be advanced to April. The moisture flux shows an increase of divergence in the southern Prairies and an enhancement of convergence over MRB, which corresponds to the spatial distribution of the change in P over these regions. 

Figure 10 shows the spatial distributions of P, ET, changes in soil moisture, and atmospheric moisture divergence in May, in the early growing season, for WRF-PGW and WRF-CTL. P increases across the domain, with a strong magnitude over the Pacific coast and the northern mountainous regions. This strengthening in P is countered by the increased ET, especially in the southern domain, which generates a reduction of soil moisture over large regions in the south and west covering British Columbia, southern MRB, and SRB. The decrease of soil moisture in May is due to earlier snowmelt and increased evaporation demand in the warmer future. The deficit of P over ET corresponds to stronger atmospheric moisture divergence in MRB than that in SRB. In general, PGW presents a drier condition for the major agricultural regions compared to CTL in the early growing season.

July is the most representative month for summer, in which a general increase of P is shown over most of the domain in WRF-PGW except the southern region, especially near the eastern part of SRB, as shown in Fig. 11. The decrease of soil moisture in the antecedent spring months may contribute to the lack of precipitation increase in PGW in these regions. Compared to May, the increase of ET is more widespread and shifted northward. With this P and ET configuration, the soil moisture substantially decreases in SRB, southwest MRB, and the region close to Hudson Bay. The enhanced ET and unchanged P correspond to an increase of divergence of atmospheric water vapor over SRB, consistent with Fig. 6. Like in May, the soil moisture decreases in the major agricultural regions in Saskatchewan and Alberta, which provides water for the extra evaporation.
Figure 8. Changes in atmospheric water vapour divergence (mm day$^{-1}$) for each calendar month between WRF-PGW and WRF-CTL over MRB (top) and SRB (bottom).

Figure 12 shows water budget conditions at the end of the growing season and early autumn. Compared to WRF-CTL, the WRF-PGW simulation shows a large increase of precipitation near the Pacific coast and the northeast part of the domain; a small decrease of precipitation occurs in SRB. The ET enhancement is the largest near the eastern edge of MRB and SRB. The increase of precipitation is larger than that of ET for MRB, the BC coastal region, and the northeast corner of the domain, where large increases of soil moisture occur. The convergence of atmospheric water vapour increases in the northeast and eastern parts of MRB, which matches well with increases in P and ET. Conversely, the increase of divergence of moisture flux over western MRB and SRB is due to the decreases of $P - ET$.

In Winter, the changes in P and ET in WRF-PGW, compared to WRF-CTL, are similar to those in September forming two bands of large increases in P in the Rockies and the northeastern corner. These increases in P are in the form of snow and contribute to the moisture storage for the next growing season. The soil moisture shows a significant reduction in the northeastern domain due to the large increase in ET and enhancements in the southwest domain over BC and southern MRB because of the increase
Figure 9. P, ET, changes in soil moisture, and divergence of vertically integrated moisture flux for WRF-CTL (left), WRF-PGW (middle), and differences between WRF-CTL and WRF-PGW (right) in March. The unit of all variables is turned into mm day$^{-1}$, which makes it easy for comparisons among variables.
Figure 10. P, ET, changes in soil moisture, and divergence of vertically integrated moisture flux for WRF-CTL (left), WRF-PGW (middle), and differences between WRF-CTL and WRF-PGW (right) in May.
Figure 11. P, ET, changes in soil moisture, and divergence of vertically integrated moisture flux for WRF-CTL (left), WRF-PGW (middle), and differences between WRF-CTL and WRF-PGW (right) in July.
Figure 12. P, ET, changes in soil moisture, and divergence of vertically integrated moisture flux for WRF-CTL (left), WRF-PGW (middle), and differences between WRF-CTL and WRF-PGW (right) in September.
in P. A general increase of water vapour convergence is shown from BC to MRB and in the northeastern domain, where enhanced P occurs.

Over the course of the year, the atmosphere provides a net influx of water vapour for the two river basins through moisture convergence during spring, autumn, and winter. In summer, the excess of ET - P over the two basins is balanced by moisture divergence over the regions and by the residual term (the decreases of precipitable water) in MRB. Compared to WRF-CTL, PGW’s water vapour exchange between land and atmosphere shows an increased water cycling through enhanced P and ET throughout the year. Higher temperatures allow more water vapour in the atmosphere, thus more water vapor transportation from the Pacific and the Gulf of Mexico. Due to the spatial and temporal heterogeneity of the changes in P and ET, the changes in atmospheric and surface water balance vary over the two basins.

4 Discussions and Conclusions

We have investigated the water balance in the WRF simulations and the reanalyses from two perspectives: the surface water budget and the atmospheric moisture budget. Moisture divergence is affected by two factors: water vapour distribution and atmospheric flow. Convergence of wind can generate moisture flux convergence in a constant field of moisture distribution. Sharp gradients of moisture can also cause large fluxes of moisture without convergence of wind.

For the surface water budget, the high-resolution WRF simulation shows a significantly lower residual than the reanalysis datasets. Among the reanalysis datasets, NARR has the lowest residual term. Runoffs in NARR and ERA-Interim are too small compared to observations due to their large overestimation of ET. NARR has been shown to have large biases of P and ET (Kumar and Merwade, 2011; Sheffield et al., 2012). Changes in the surface water budget simulated by WRF show an enhanced water cycle throughout the year. The enhanced ET causes soil moisture to decrease through summer, with the largest decreases moving in tandem with the band of the strongest increases in ET. As a result, at the beginning of the growing season (May) the soil moisture content is lower in the Canadian Prairies in WRF-PGW than in WRF-CTL (Fig. 9. In July, at the end of the growing season, the soil is also much drier in the Canadian Prairies.

Although P generally increases throughout the domain in WRF-PGW compared to WRF-CTL in summer, it substantially decreases in the eastern part of SRB and surrounding region in July. In the summer months (June, July, and August), SRB experiences no increase or only a slight decrease of P in the WRF-PGW simulation compared to WRF-CTL. The reason for the decrease of P in eastern SRB is unclear and further investigation is needed to figure out the cause of the decrease of summer P in the region. An examination of the atmospheric circulation differences in the forcing field of WRF-PGW compared to WRF-CTL in the lower atmosphere showed a decreased westerly mean wind at 750 hPa and 500 hPa in response to the reduced meridional thermal gradient across SRB in summer. We found that changes in WRF-PGW circulation caused by accumulated differences in the WRF simulated mesoscale processes are much different from the forcing field and depend on the internal atmospheric and terrestrial processes (Li et al., 2019). Indeed, the WRF-PGW large scale forcing caused shifts in mean flow, but changes in horizontal and vertical transport of heat and moisture also depend on the responses of the mesoscale
to local-scale processes. This dynamical feedback again shows the importance of high-resolution dynamical downscaling both to represent the unresolved processes by producing a fine-scale realization of hydroclimatic processes and to properly produce the accumulated effects on the large-scale fields.

From the atmospheric water vapour balance perspective, convergence and divergence of the vertically integrated moisture flux are essentially the differences between $P$ and ET in winter and summer when changes in air temperature are relatively small. A region with mean excess (deficit) of $P$ over ET corresponds to convergence (divergence) of moisture flux. Therefore, both MRB and SRB are water vapour divergence regions in summer because their ET exceeds $P$. As the summer precipitation over SRB and MRB are mostly related to convections, the middle and upper troposphere above these two regions is wetter than their counterparts west of the Rockies due to the vertical transport of moisture by convections. The blocking effects of the Cordillera on the westerly moisture flux suppress the net moisture convergence in the Basin throughout the year. The basin on the whole remains as a moisture sink. As surface evaporation is extremely weak, winter $P$ is largely balanced by the large-scale moisture convergence in the basin in MRB.

For atmospheric water budget, during winter $P$ is balanced by the residual term in SRB. However, in MRB, $P$-ET is balanced by moisture divergence. The difference of this budget between the two basins is caused by the cross-mountain transport through descending flow with a large quantity of ice particles. This descending flow over the lee slope often occurs over the SRB's western boundary. As the prevailing westerly airflow ascends on the west side of the Rockies, water vapour cools and freezes to ice crystals that contribute to precipitation. The remainder is transported over the mountain into the SRB as ice in the air. This is an important part of water budget that can only be faithfully simulated with high-resolution topography.

Moisture convergence is associated with stronger $P$-ET; however, the convergence is not the driving factor. In fact, weather systems such as extratropical cyclones are responsible for the bulk transfer of heat (vapor as a form of latent heat) meridionally to balance the excess (deficit) of solar heating in low (high) latitudes, and deep convections transfer heat and moisture between the lower and upper atmosphere (Cotton et al., 2010b). MRB and SRB are situated in an area where polar fronts fluctuate with passing extratropical cyclones. During winter over the Canadian Prairies, the polar front zone locates in MRB more often than in SRB with less orographic barriers. Therefore, the moisture flux into MRB and $P$ over MRB are larger than those over SRB (Fig. 6).

In the PGW simulation, the water recycling rate increases at seasonal and sub-seasonal scales. On the one hand, during cold seasons the increase of $P$ and storage is supplied by the enhanced atmospheric moisture convergence as atmospheric vapour loading increases. The increased storage in snow cover and soil moisture provides the excessive evaporation demand during warm seasons in PGW simulation compared to CTL. On the other hand, during the warm season, the increased evaporation corresponds to an increased divergence of atmospheric vapour flux out of MRB and SRB, especially at the lower troposphere, which means more stored water and concurrent precipitation are recycled back into the atmosphere. Due to the net export of water vapour from both basins, the downwind regions of MRB and SRB get more water vapour flux in PGW than in CTL.
The recycling rate of water is larger when more water vapour is coming from local evaporation than atmospheric transport for precipitation generation. Therefore, for both MRB and SRB the recycling rates are larger in PGW simulations as both basins have much larger evaporation increases in summer than P with increases in column vapour divergence (water vapour going out of the basins). For MRB, precipitation and evaporation increase in warm seasons consistently. Thus, for MRB more moisture from local evaporation, more precipitation. For MRB, the change in soil moisture is small and evaporation is mostly recycling of precipitation. The precipitation increases from May to June for SRB but decreases in July and August; the evaporation increases in all month and moisture divergence increases in warm season. For SRB, the increase of evaporation is at the sacrifice of soil moisture, canopy water etc.(storage from earlier months) in July and August, which could partly explain the decrease in precipitation.

High-resolution regional climate modeling provides indispensable insights into the hydroclimatic processes that are critical to the water cycle over SRB and MRB. This study shows further work using CP RCMs is important for enhancing the understanding and accurate projections of the impact of climate change on the water cycle in the region.
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